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Abstract

Relativistic symmetries of the Dirac Hamiltonian had been discovered many years ago but only recently have
these symmetries been recognized empirically in nuclear and hadronic spectroscopy. The empirical data supporting
spin symmetry in hadron spectroscopy and pseudospin symmetry in nuclear spectroscopy are reviewed. Realistic
relativistic mean field calculations of nuclei and QCD sum rules are reviewed and shown to support approximate
pseudospin symmetry. These revelations suggest a more fundamental rationale for pseudospin symmetry motivating
an investigation for pseudospin conservation in the nucleon–nucleon interaction. Open questions regarding hadron
spin symmetry and nuclear pseudospin symmetry are discussed.
© 2005 Elsevier B.V. All rights reserved.

PACS:21.60.Cs; 21.60.−n; 13.75.Cs; 21.30.−x; 02.20.−a; 14.40.−n; 14.20.−c

Keywords:Symmetry; Dirac equation; Pseudospin; Nuclear and hadron spectroscopy

Contents

1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .167
2. Symmetries of the Dirac Hamiltonian. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .168

2.1. General Bell–Reugg symmetries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .169
2.2. Spin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .171

2.2.1. Axially symmetric potentials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .173
2.2.2. Spherically symmetric potentials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .174

2.3. Pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .176

E-mail address:gino@lanl.gov.

0370-1573/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.physrep.2005.04.003

http://www.elsevier.com/locate/physrep
mailto:gino@lanl.gov


166 J.N. Ginocchio / Physics Reports 414 (2005) 165–261

2.3.1. Axially symmetric potentials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .176
2.3.2. Spherically symmetric potentials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .178

3. Radial nodes and bound states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .180
3.1. Radial nodes in general. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .180

3.1.1. Spin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .180
3.1.2. Pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .181

3.2. Radial nodes in the spherical symmetry limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .181
3.2.1. Radial nodes in the spherical symmetry limit: general. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .182
3.2.2. Positive energy Dirac eigenstates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .183
3.2.3. Negative energy Dirac eigenstates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .185
3.2.4. Spin symmetry limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .185
3.2.5. Pseudospin symmetry limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .185

3.3. Conditions for bound states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .186
3.3.1. Conditions for bound positive energy states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .186
3.3.2. Conditions for bound negative energy states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .187

4. Pseudospin symmetry in nuclei. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .187
5. Relativistic nuclear theories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .192

5.1. Relativistic field theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .193
5.2. Relativistic point coupling model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .193
5.3. Features of the relativistic mean field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .194

6. QCD sum rules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .195
7. Testing nuclear eigenstates for pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .197

7.1. Test of realistic eigenfunctions with spherical symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .197
7.1.1. Lower amplitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .197
7.1.2. Upper amplitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .198
7.1.3. Non-relativistic mean field eigenfunctions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .201

7.2. Pseudospin singlets and intruders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .202
7.3. Spin and pseudospin symmetry breaking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .205
7.4. Test of realistic eigenfunctions for deformed nuclei with axial symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .206
7.5. Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .211

8. Magnetic dipole and Gamow–Teller transitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .213
8.1. Magnetic moments and M1 transitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .213
8.2. Non-relativistic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .214
8.3. Pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .214
8.4. Gamow–Teller transitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .216
8.5. Non-relativistic limit of the Gamow–Teller transitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .217
8.6. Pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .217
8.7. An example:39K, 39Ca . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .218
8.8. Global test of the M1 pseudospin relations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .219
8.9. Discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .220
8.10. Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .222

9. Quadrupole transitions in the pseudospin limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .223
10. Pseudo-SU(4) symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .224
11. Isospin dependence of pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .225
12. Nucleon scattering from nuclei. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .226

12.1. Nucleon–nucleus scattering amplitude in the spin representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .228
12.2. Nucleon–nucleus scattering amplitude in the pseudospin representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .229
12.3. Experimental tests. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .230

13. Anti-nucleon spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .232
14. Spin symmetry in hadrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .232

14.1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .232



J.N. Ginocchio / Physics Reports 414 (2005) 165–261 167

14.2. Experimental and lattice QCD spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .232
14.3. Experimental test of relativistic spin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .233
14.4. QCD origins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .236
14.5. Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .236

15. Exactly solvable Dirac Hamiltonians. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .236
15.1. Relativistic harmonic oscillator with spin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .236

15.1.1. Eigenfunctions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .237
15.1.2. Energy eigenvalues. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .237
15.1.3. Relativistic contribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .240

15.2. Relativistic harmonic oscillator with pseudospin symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .241
15.3. Dirac Hamiltonian with a tensor potential. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .242
15.4. Relativistic Coulomb potential and its analytical solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .242

16. Pseudospin in nucleon–nucleon scattering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .244
16.1. Spin–pseudospin transformation matrix for scattering states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .244
16.2. Scattering matrix in the spin representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .245
16.3. Scattering matrix in the pseudospin representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .246
16.4. Test of spin and pseudospin conservation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .247
16.5. Summary and conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .249

17. Summary and future. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .250
18. Future—beyond the mean field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .250
19. Appendices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .251

19.1. Orthogonal transformation in four dimensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .251
19.2. Invariant symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .255
19.3. Spherical amplitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .256

Acknowledgements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .257
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .257

1. Introduction

The discovery of relativistic symmetries of the Dirac Hamiltonian originated from early attempts to
calculate meson masses using the Dirac Hamiltonian with external potentials to describe the dynamics
between a quark and antiquark[1]. The authors noted that, if the external potentials are limited to a
Lorentz scalar and the time component of a Lorentz vector, and, if these two potentials were equal up
to a constant, the resulting masses are independent of the orientation of the spin. Such degeneracies are
commonly assumed to be due to non-relativistic dynamics since relativistic dynamics introduces spin-
orbit splittings. But this work showed that this is not necessarily the case. If the Lorentz scalar and the
time component of the Lorentz potential are equal, but individually large compared to the mass of the
quarks, the Dirac Hamiltonian will produce highly relativistic motionandspin degeneracy.

Four years later the relativistic spin generators for this symmetry were derived[2]. In the process, more
general Dirac Hamiltonians were shown to have a “spin-like” symmetry if the Lorentz vector potentials
with all four components non-zero are related to the scalar potential in a particular way which is elucidated
in detail in the next section, Section 2. The original application of the Dirac Hamiltonian for the calculation
of meson masses did not correctly predict the masses of the mesons because the mesons that were studied
are composed of light quarks for which the one body Dirac Hamiltonian is not a valid approximation.
More recently, the spin symmetry of the Dirac Hamiltonian has been successfully applied to mesons in
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which either the quark (antiquark) is light and the antiquark (quark) is heavy[3]. We shall review the
present status of relativistic symmetries in hadrons in Section 14.

Spin symmetry is easily detectable empirically because the mass (or energy) spectrum will be inde-
pendent of the alignment of the spin with the spatial degrees of freedom. For example, thep1/2 state, for
which the spin is unaligned with respect to the unit orbital angular momentum, will be degenerate with
thep3/2 state, for which spin is aligned with the unit orbital angular momentum. Also the spin aligned
states1/2 will have no unaligned partner because coupling spin to zero orbital angular momentum can
only produce angular momentum12.

On the other hand the other symmetries of the Dirac Hamiltonian that Bell and Reugg discovered are
not as transparent. For example, a Dirac Hamiltonian with a Lorentz scalar potential and a Lorentz vector
potential (with only a time component) equal in magnitude butoppositein sign will produce a “spin”-like
symmetry, which has become to be called pseudospin symmetry. As we shall see in Sections 2 and 3, in
this case thep1/2 state and ap3/2 will not be degenerate. In fact thep1/2 state will not have a degenerate
partner and thef5/2 state will be degenerate with ap3/2 state, thed3/2 state will be degenerate with a
s1/2, and so on. In other words, the degenerate states differ in orbital angular momentum by units of two.
For this reason the origin of a quasi-degeneracy among states with these quantum numbers observed in
nuclei many years ago[4,5] remained hidden and only recently has been discovered[6]. In Section 4
we shall review the history of pseudospin symmetry in nuclei, both experimental and theoretical aspects,
prior to the discovery of pseudospin symmetry as a relativistic symmetry. Because pseudospin symmetry
is now known to be a relativistic symmetry we examine relativistic nuclear theories in Section 5 from this
new perspective. This leads to possible quantum chromodynamics (QCD) foundations for pseudospin
symmetry which is discussed in Section 6. We shall then go on to explore the theoretical and empiri-
cal consequences of this new insight, that pseudospin symmetry is a relativistic symmetry, in Sections
7–9. The marriage of pseudospin with isospin into pseudo-SU(4) is reviewed in Section 10 whereas in
Section 11 we discuss the isospin dependence of pseudospin symmetry. In Section 12 we investigate
pseudospin symmetry in nucleon–nucleus scattering. In Section 13 we show that pseudospin symmetry
for nucleons in a nuclear mean field implies spin symmetry for anti-nucleons bound in a nuclear mean
field. We go on to discuss in Section 15 the exactly solvable Dirac Hamiltonians which have harmonic
or Coulombic scalar and vector potentials and the additional symmetries that these special potentials
engender.

The Dirac Hamiltonian describes the dynamics of relativistic single particle motion. For one light quark
interacting with heavy quarks or for nucleons moving in the mean field of many nucleons in a nucleus, the
Dirac Hamiltonian may be a good approximation. However for interacting particles of comparable mass
the Dirac Hamiltonian is not appropriate and other approaches are necessary. In Section 16 we investigate
pseudospin conservation in nucleon–nucleon scattering which will test pseudospin symmetry at a more
fundamental level beyond the mean field.

Finally in Sections 17 and 18 we summarize and discuss open issues remaining to be investigated.

2. Symmetries of the Dirac Hamiltonian

The Lorentz covariant Dirac equation for a single particle with massM is [7]:

[��[cp� + gVA�(x�)] +Mc2 + VS(x�)]�(x�)= 0 , (1)
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wherex� is the four spatial vector(ct, �r), �r is the three-dimensional vector(x, y, z),p�=−i2 �
�x�

,A�(x�)

is the Lorentz vector potential(A0(x�), �A(x�)), c is the speed of light, andVS(x�) is the Lorentz scalar
potential. The Dirac matrices are four by four matrices

�0 =
(

1 0
0 −1

)
= �, �� =

(
0 ��
−�� 0

)
= ��� , (2)

where1 is the two dimensional unit matrix and�� are the two dimensional Pauli matrices. Assuming that
the potentials are time independent, the Dirac wavefunction can be factorized,�(x�)=e−iEt/2�(�r), and,
after multiplying through by�, the Dirac equation reduces to an eigenfunction equation,

H�(�r)= E�(�r) , (3)

where

H = �� · [c �p + gV �A(�r)] + VV (�r)+ �[Mc2 + VS(�r)] (4)

is the Dirac Hamiltonian andVV (�r)= gVA0(�r) to conform to popular notation.
The conclusions that follow remain valid if we add an arbitrary constant to the vector and scalar

potentials

VV (�r) → VV (�r)+ cV , VS(�r) → VS(�r)+ cS (5)

because we can just adjust the energy and mass by the same constant so that the Dirac equation remains
unchanged:

E → E + cV , Mc2 → Mc2 − cS . (6)

2.1. General Bell–Reugg symmetries

We assumeVV (�r) 	= 0 and define a Euclidean four vectore0 = (e0,0, �e0) such that

e0,0 = VS(�r)/VV (�r), �e0 = �A(�r)/VV (�r) . (7)

Then, if this four vector is a unit vector,e0 · e0 = �e0 · �e0 + e2
0,0 = 1, which is equivalent to

VS(�r)2 = VV (�r)2 − g2
V
�A(�r) · �A(�r)= g2

V A
�(�r)A�(�r) , (8)

the Dirac Hamiltonian has an SU(2) invariant symmetry.
In order to prove this statement we define three additional unit Euclidean unit four vectorsei=(ei,0, �ei),

i=1,2,3 which are orthogonal to the unit four vectore0=(e0,0, �e0). We then define prime Dirac matrices
which are projections on to this new basis:

�′ = �e0,0 + �� · �e0 (9a)

�′i = �ei,0 + �� · �ei , (9b)

where(�′1, �′2, �′3)=��′. This Euclidean orthogonal transformation of the Euclidean four vector(�, �i) and
six dimensional representation,(�i , �i), is discussed in more detail in the appendices (Section 19).
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Since these new Dirac matrices are related to the original Dirac matrices by an orthogonal transfor-
mation, they have the same anticommutation and commutation relations as the original Dirac matrices;
that is,

{�′, �′} = 2, {�′i , �′j } = −{�′i , �′j } = {�′
i ,�

′
j } = 2	i,j , (10a)

{�′, �′j } = {�′, �′i} = 0, {�′,�′
j } = 2�′�′

j , (10b)

{�′
i , �

′
j } = 2	i,j �

′
5, {�′

i , �
′
j } = 2	i,j�

′�′5, {�′i , �′j } = −2iεijk�
′�′

k (10c)

[�′i , �′j ] = [�′i , �′j ] = [�′
i ,�

′
j ] = 2iεijk�

′
k , (11a)

[�′, �′] = [�′,�′
i] = 0, [�′, �′j ] = 2�′j , [�′, �′i] = 2�′i , (11b)

[�′i , �′j ] = −2	i,j�, [�′
i , �

′
j ] = 2iεijk�

′
k, [�′

i , �
′
j ] = 2iεijk�

′
k, (11c)

where��′ = �′��′ and��′ = (��′ × ��′)/2i. Similarly, transforming the four vector(Mc, �p) we have,

M ′c =Mce0,0 + �p · �e0 , (12a)

p′
i =Mcei,0 + �p · �ei . (12b)

Then the Dirac Hamiltonian with the Bell–Reugg condition in Eq. (8) becomes

HBR = �� · [c �p + gV �A(�r)] + VV (�r)+ �[Mc2 + VS(�r)]
= ��′ · c �p′ + VV (�r)(1+ �′)+ �′M ′c2 . (13)

In the appendices (Section 19), using Eqs. (10)–(11), it is shown that the generators

�S′ = ��′

4
(1+ �′)+ ��′ · �p′ ��′

4�p′ · �p′ ��
′ · �p′(1− �′) (14)

form an SU(2) algebra and commute with the Dirac HamiltonianHBR,

[S′i , S′j ] = iεijkS
′
k , (15a)

[S′i , HBR] = 0 . (15b)

Thus the operatorsS′i generate an SU(2) invariant symmetry ofHBR. Therefore each eigenstate of the
Dirac Hamiltonian has a partner with the same energy,

HBR�BR
k,�′(�r)= Ek�

BR
k,�′(�r) , (16)

wherek are the other quantum numbers and�′ = ±1
2 is the eigenvalue ofS′z,

S′z�BR
k,�′(�r)= �′�BR

k,�′(�r) . (17)

The eigenstates in the doublet will be connected by the generatorsS′±,

S′±�BR
k,�′(�r)=

√(
1

2
∓ �′

)(
3

2
± �′

)
�BR
k,�′±1(�r) . (18)
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The Dirac eigenfunctions with a Lorentz vector potential with non-zero three components,�A(�r) 	= 0,
will not conserve parity. To date there has not been an application forS′k with �A(�r) 	= 0 for single-particle
dynamics. Thus, we shall limit ourselves to the symmetries with�A(�r) = 0. However, beyond single-
particle dynamics, the Bell–Reugg symmetries with�A(�r) 	= 0 may prove to be very useful as speculated
in Section 18.

2.2. Spin symmetry

Spin symmetry occurs forVV (�r) = VS(�r) + Cs in the Dirac Hamiltonian in Eq. (4) whereCs is a
constant. This is the equivalent to�′ = �, ��′ = ��, p′ = p andM ′c2 =Mc2 + Cs in Eq. (13). The Dirac
Hamiltonian with spin symmetry is

Hs = �� · c �p + VV (�r)(1+ �)+ �(Mc2 + Cs) , (19)

and the spin generators are

�S =
( �s 0

0 �̃s
)

, (20)

where�s = ��/2 and�̃s =Up�sUp whereUp = �� · �p is the helicity unitary transformation[8]. We can write
the eigenstates�s

k,�(�r) of the Dirac Hamiltonian,

Hs�
s
k,�(�r)= Ek�

s
k,�(�r) , (21)

as a four dimensional vector,

�s
k,�(�r)=



g+k,�(�r)
g−k,�(�r)
if+
k,�(�r)

if−
k,�(�r)


 , (22)

whereg±k,�(�r) are the “upper Dirac components”,f±
k,�(�r) are the “lower Dirac components” and+

indicates spin up and− spin down.
Since these eigenstates must also belong to the spinor representation of the spin group, these amplitudes

in the doublets with� =±1
2 must be related as indicated in Eqs. (17)–(18),

Sz�
s
k,�(�r)= ��s

k,�(�r) , (23)

and the eigenstates in the doublet will be connected by the generatorsS±,

S±�s
k,�(�r)=

√(
1

2
∓ �

)(
3

2
± �

)
�s
k,�±1(�r) . (24)

Clearly from the fact that the upper component of the spin generators in Eq. (20) is simply�s, Eq. (23)
implies that[9]

g+k,−1/2(�r)= g−k,1/2(�r)= 0 , (25)
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while Eq. (24) implies that

g+k,1/2(�r)= g−k,−1/2(�r)= gk(�r) . (26)

For the lower components the relationships are more complicated because the operator�̃s intertwines spin
and space due to the dependence on the momentum. In order to simplify the derivations of the conditions
on the lower component we introduce the functionsf̃±

k,�,(
f̃+
k,�(�r)
f̃−
k,�(�r)

)
= Up

(
f+
k,�(�r)
f−
k,�(�r)

)
, (27)

which has the inverse,(
f+
k,�(�r)
f−
k,�(�r)

)
= Up

(
f̃+
k,�(�r)
f̃−
k,�(�r)

)
. (28)

Then from Eqs. (23), (24), (27) and

Up =
(
pz p−
p+ −pz

)
, (29)

wherep± = px ± ipy , we deduce thatpif̃
−
k,1/2(�r)= pif̃

+
k,−1/2(�r)= 0 which leads to

f̃−
k,1/2(�r)= f̃−

k,1/2, f̃+
k,−1/2(�r)= f̃+

k,−1/2 ; (30)

that is, these amplitudes are constants. For the other amplitudes we derive

f+
k,+1/2(�r)=

pz

p
f̃±
k,±1/2(�r)=−f−

k,−1/2(�r) , (31)

and

f+
k,−1/2(�r)=

p−
p
f̃±
k,±1/2(�r), f−

k,1/2(�r)=
p+
p
f̃±
k,±1/2(�r) . (32)

From Eqs. (31) and (32) we get

f+
k,1/2(�r)=−f−

k,−1/2(�r)= fk(�r) , (33)(
�

�x
+ i

�

�y

)
f+
k,−1/2(�r)=

(
�

�x
− i

�

�y

)
f−
k,1/2(�r) , (34a)

�

�z
f±
k,∓1/2(�r)=±

(
�

�x
∓ i

�

�y

)
f±
k,±1/2(�r) . (34b)

Therefore spin symmetry dictates that the Dirac wavefunctions in the doublet then become

�s
k,1/2(�r)=




gk(�r)
0

ifk(�r)
if−
k,1/2(�r)


 , �s

k,−1/2(�r)=



0
gk(�r)

if+
k,−1/2(�r)
−ifk(�r)


 . (35)
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Thus, instead of the eight independent amplitudes for the two states in the doublet, there are four ampli-
tudes, one upper and three lower, and the three lower are related by first order differential equations in
Eqs. (34).

2.2.1. Axially symmetric potentials
If the potentials are axially symmetric then the Dirac Hamiltonian has an additionalUs(1) symmetry.

Axial symmetry meansVS(�r) = VS(
, z), VV (�r) = VV (
, z), where
 = √
x2 + y2 andx = 
 cos(�),

y= 
 sin(�); that is, the potentials are independent of the azimuthal angle�. The Dirac Hamiltonian will
then be invariant to rotations about thez-axis,[Lz,Hs] = 0 where

Lz =
(
�z 0
0 �̃z

)
, (36)

and �̃z = Up�zUp and �z = r × p and thus the invariant group will beSUs(2) × Us(1). Then the
Dirac eigenstates are eigenstates of theUs(1) generator,Lz, and the total angular momentum generator
Jz = Sz + Lz, which is also conserved,

Jz =
(
jz 0
0 jz

)
, (37)

wherejz = �z + sz = �̃z + s̃z.
The conventional method of labeling the eigenstates of axially deformed single-particle states in nuclei

is to use the asymptotic quantum numbers [N, n3, �] 
 that emerge in the limit of a non-relativistic
axially symmetric deformed harmonic oscillator[10] and in the limit of a relativistic axially symmetric
deformed harmonic oscillator with spin symmetry[11] that we shall discuss in the Section 15, where
N is the total harmonic oscillator quantum number,n3 is the number of nodes in thez-direction,� is
the angular momentum projection along thez-direction, and
 is total angular momentum along the
z-direction including the spin.

However, for realistic axially symmetric potentials only the quantum numbers� and
 are conserved
in the pseudospin limit. The eigenstates will then be eigenfunctions of the conserved quantum numbers

Lz�
s
�,�,�(�r)= ��s

�,�,�(�r), Jz�
s
�,�,�(�r)= 
�s

�,�,�(�r), 
 = � + � . (38)

The two states in the doublet will have the same orbital angular momentum projected along the symmetry
axis� but will have different total angular momentum projected along the symmetry axis,
=�+ 1

2 and

′ = � − 1

2. SinceN andn3 are not conserved, we designate the additional quantum numbers needed to
specify the single particle states by the generic quantum number�.

Following Eq. (35) the Dirac eigenstates in the doublet will therefore have the form

�s
�,�,1/2(�r)=




g�,�(
, z)ei��

0
if�,�(
, z)ei��

if−
�,�,1/2(
, z)e

i(�+1)�


 , 
 = � + 1

2
, (39a)

�s
�,�,−1/2(�r)=




0
g�,�(
, z)ei��

if+
�,�,−1/2(
, z)e

i(�−1)�

−if�,�(
, z)ei��


 , 
′ = � − 1

2
. (39b)
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From Eq. (34) spin symmetry predicts the following differential relations between the lower amplitudes:(
�

�

+ � + 1




)
f−

�,�,1/2(
, z)=
(

�

�

− � − 1




)
f+

�,�,−1/2(
, z) , (40a)

�

�z
f±

�,�,∓1/2(
, z)=±
(

�

�

± �




)
f±

�,�,±1/2(
, z) . (40b)

2.2.2. Spherically symmetric potentials
If the potentials are spherically symmetric then the Dirac Hamiltonian has an additionalSUL(2)

symmetry[12]. Spherically symmetric meansVS(�r)=VS(r), VV (�r)=VV (r) wherer =√x2 + y2 + z2;
that is, the potentials are independent of the polar angle�, wherez= r cos(�), 
= r sin(�), as well as�.
The Dirac Hamiltonian will be invariant with respect to rotations about all three axes,[Li,Hs]=0 where

�L=
( �� 0

0 �̃
�

)
, (41)

and�̃�=Up
��Up and the invariant group will beSUs(2)× SUL(2). The Dirac eigenstates will then be an

eigenfunction of�L · �L as well asLz andJz,

�L · �L�s
nr ,�,m,�

(�r)= �(�+ 1)�s
nr ,�,m,�

(�r) , (42a)

Lz�
s
nr ,�,m,�

(�r)=m�s
nr ,�,m,�

(�r) , (42b)

Jz�
s
nr ,�,m,�

(�r)=M�s
nr ,�,m,�

(�r), M =m+ � , (42c)

where the radial quantum numbernr is the number of nodes of the upper amplitude at pointsr 	= 0,∞
and is discussed in more detail in Section 3,� is the orbital angular momentum in units of2,M =m+ �,
m its projection, and the generators (41) will connect states with the same� and differentm,

L±�s
nr ,�,m,�

(�r)=√(�∓m)(�±m+ 1)�s
nr ,�,m±1,�(�r) . (43)

As shown in the appendices (Section 19) these conditions will give for the amplitudes in Eq. (35),

�s
nr ,�,m,1/2(�r)=




gnr ,�(r)Y
(�)
m (�,�)

0
i
∑�+1/2

j=�−1/2A
j
mfnr ,�,j (r)Y

(�j )
m (�,�)

i
∑�+1/2

j=�−1/2B
j

m,1fnr ,�,j (r)Y
(�j )

m+1(�,�)


 , M =m+ 1

2
, (44a)

�s
nr ,�,m,−1/2(�r)=




0
gnr ,�(r)Y

(�)
m (�,�)

i
∑�+1/2

j=�−1/2B
j

m,−1fnr ,�,j (r)Y
(�j )

m−1(�,�)

−i
∑�+1/2

j=�−1/2A
j
mfnr ,�,j (r)Y

(�j )
m (�,�)


 , M =m− 1

2
, (44b)
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whereY (�)
m (�,�) is the spherical harmonic of order�, �j is given by

��+1/2 = �+ 1 , (45a)

��−1/2 = �− 1 , (45b)

and

A
j
m =−1

2

√
(j + 1

2 +m)(j + 1
2 −m)

j (j + 1)
, (46a)

B
j

m,±1 =
1

2

√
(j + 1± (�j − �)(m± 1

2))(j ± (�j − �)(m± 1
2))

j (j + 1)
. (46b)

The reason that�± 1 appears in the lower amplitude is because of the unitary transformationUp on the
lower component of the orbital angular momentum given in Eq. (41) which changes both the parity and
the orbital angular momentum by at most one unit.

Thus the spherical symmetry reduces the number of amplitudes in the doublet even further from four
to three and two of these amplitudes are related by a first order differential equation(

�

�r
+ �+ 2

r

)
fnr ,�,�+1/2(r)=

(
�

�r
− �− 1

r

)
fnr ,�,�−1/2(r) . (47)

Since the total angular momentum,�J = �L + �S, is also conserved, the usual convention is to use the
coupled basis,

�s
nr ,�,j,M

(�r)=
∑
m,�

C
�(1/2)j
m�M �s

nr ,�,m,�
(�r) , (48)

which is also an eigenfunction of�J · �J but not ofLz:

�J · �J�s
nr ,�,j,M

(�r)= j (j + 1)�s
nr ,�,j,M

(�r) , (49a)

�L · �L�s
nr ,�,j,M

(�r)= �(�+ 1)�s
nr ,�,j,M

(�r) , (49b)

Jz�
s
nr ,�,j,M

(�r)=M�s
nr ,�,j,M

(�r) . (49c)

Rather than using the four row basis for this eigenfunction, it is more convenient to introduce the spin
function�� explicitly. The states that are a degenerate doublet are then the states withj = �± 1

2 and, as
shown in the appendices (Section 19), they have the two row form

�s
nr ,�,j,M

(�r)=
(

gnr ,�(r)[Y (�)(�,�)�](j)M

ifnr ,�,j (r)[Y (�j )(�,�)�](j)M

)
, (50)

where[Y (�)(�,�)�](j)M is the coupled amplitude
∑

m� C
�(1/2)j
m�M Y

(�)
m (�,�)��.

While nr is the number of radial nodes of the upper amplitude of eigenstates in the spin doublet, the
number of radial nodes of the lower amplitudes will be determined by the Dirac Hamiltonian which will
be discussed in detail in the next section. Neverthelessnr is the quantum number of the Dirac eigenstate
and therefore we use it to label the lower amplitudes as well.
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2.3. Pseudospin symmetry

The pseudospin symmetry occurs forVV (�r)=−VS(�r)+Cps. In this case�′ = −�, ��′ = ��, p′ = p and
M ′c2 =−(Mc2 + Cps), and the Dirac Hamiltonian with pseudospin symmetry is

Hps= �� · c �p + VV (�r)(1− �)+ �(Mc2 + Cps) , (51)

and the pseudospin generators are[13]

�̃
S =

( �̃s 0
0 �s

)
. (52)

Therefore�̃S = �5
�S�5 where�5 =

(
0 1
1 0

)
. Following similar logic as in the previous section we find

that[9]

f+
k̃,−1/2

(�r)= f−
k̃,1/2

(�r)= 0 , (53a)

f+
k̃,1/2

(�r)= f−
k̃,−1/2

(�r)= f
k̃
(�r) , (53b)

g+
k̃,1/2

(�r)=−g−
k̃,−1/2

(�r)= g
k̃
(�r) , (53c)(

�

�x
+ i

�

�y

)
g+
k̃,−1/2

(�r)=
(

�

�x
− i

�

�y

)
g−
k̃,1/2

(�r) , (53d)

�

�z
g±
k̃,∓1/2

(�r)=±
(

�

�x
∓ i

�

�y

)
g±
k̃,±1/2

(�r) . (53e)

Thus, for pseudospin symmetry thelower components have the same spatial wavefunction, while the
other upper components can have very different spatial wavefunctions. The upper components are the
large components and dominate most experimental probes of the nucleus. This is the reason that the origin
of pseudospin symmetry took almost 30 years to be discovered.

Thus the eigenstates in the doublet have the form

�
ps
k̃,1/2

(�r)=




g
k̃
(�r)

g−
k̃,1/2

(�r)
if
k̃
(�r)
0


 , �

ps
k̃,−1/2

(�r)=



g+
k̃,−1/2

(�r)
−g

k̃
(�r)

0
if
k̃
(�r)


 . (54)

Thus, instead of the eight independent amplitudes for the two states in the doublet, there are four ampli-
tudes, one lower and three upper, and the three upper are related by first order differential equations in
Eqs. (53).

2.3.1. Axially symmetric potentials
If the potentials are axially symmetric then the Dirac Hamiltonian has an additionalUps(1) symmetry.

The Dirac Hamiltonian will then be invariant of rotations about thez-axis,[L̃z,Hps] = 0 where

L̃z =
(
�̃z 0
0 �z

)
, (55)
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and the invariant symmetry isSUps(2) × Ups(1). Then Dirac eigenstates are eigenstates of theUps(1)
generator,̃Lz, and the total angular momentum generatorJz = S̃z + L̃z, which is also conserved,

L̃z�
ps
�̃,�̃,�̃

(�r)= �̃�
ps
�̃,�̃,�̃

(�r), Jz�
ps
�̃,�̃,�̃

(�r)= 
�
ps
�̃,�̃,�̃

(�r) , (56)

where�̃ is the pseudo-orbital angular momentum projection along the symmetryz-axis,
= �̃+ �̃ is the
total angular momentum projection along the symmetryz-axis, and̃� represents any additional quantum
numbers needed to specify the eigenstates.

Therefore from Eq. (54) the Dirac eigenstates in the doublet will therefore have the form

�
ps
�̃,�̃,1/2,


(�r)=




g�̃,�̃(
, z)e
i�̃�

g−
�̃,�̃,1/2

(
, z)ei(�̃+1)�

if�̃,�̃(
, z)e
i�̃�

0


 , 
′ = �̃ + 1

2
, (57a)

�
ps
�̃,�̃,−1/2,
′(�r)=



g+

�̃,�̃,−1/2
(
, z)ei(�̃−1)�

−g�̃,�̃(
, z)e
i�̃�

0
if�̃,�̃(
, z)e

i�̃�


 , 
 = �̃ − 1

2
, (57b)

with the upper components satisfying the following differential relations:(
�

�

+ �̃ + 1




)
g−

�̃,�̃,1/2
(
, z)=

(
�

�

− �̃ − 1




)
g+

�̃,�̃,−1/2
(
, z) , (58a)

�

�z
g±

�̃,�̃,∓1/2
(
, z)=±

(
�

�

± �̃




)
g±

�̃,�̃,±1/2
(
, z) , (58b)

which follow from Eqs. (53).
Although it makes sense to label the eigenstates with the pseudospin and pseudo-orbital angular mo-

mentum projection because they are the conserved quantum numbers, experimentally the deformed single-
particle states are labeled by the orbital angular momentum projection along the symmetry axis. In the
pseudospin limit the orbital angular momentum projection is conserved only in the extreme case that the
vector and scalar potentials are a constant. The projection operator(1 + �)/2 projects the upper com-
ponents from the Dirac eigenfunction. The orbital angular momentum projection generator in Eq. (41)
operating on the upper components gives

Lz

(1+ �)

2
�

ps
�̃,�̃,1/2,


(�r)=




�̃g�̃,�̃(
, z)e
i�̃�

(�̃ + 1)g−
�̃,�̃,1/2

(
, z)ei(�̃+1)�

0
0


 , 
′ = �̃ + 1

2
, (59a)
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Lz

(1+ �)

2
�

ps
�̃,�̃,−1/2,
′(�r)=



(�̃ − 1)g+

�̃,�̃,−1/2
(
, z)ei(�̃−1)�

−�̃g�̃,�̃(
, z)e
i�̃�

0
0


 , 
 = �̃ − 1

2
. (59b)

Therefore, in order for the upper components to have a definite orbital angular momentum projection,

g�̃,�̃(
, z)= 0 (60)

and

� = �̃ − 1, 
 = �̃ − 1
2 , (61a)

�′ = �̃ + 1, 
′ = �̃ + 1
2 . (61b)

This agrees with the orbital angular momentum projection quantum numbers associated with pseudospin
doublets as outlined in Section 4. Also Eq. (60) suggests thatg�̃,�̃(
, z) will be small for realistic eigen-
functions as we shall see in Section 7.

2.3.2. Spherically symmetric potentials
If the potentials are spherically symmetric then the Dirac Hamiltonian has an additionalSU

L̃
(2) sym-

metry. The Dirac Hamiltonian will be invariant with respect to rotations about all three axes,[L̃i, Hps]=0
where

�̃
L=

( �̃
� 0
0 ��

)
, (62)

and hence the invariant group will beSUps(2) × SU
L̃
(2). The Dirac eigenstates will then be an eigen-

function of �̃L · �̃L as well asL̃z andJz,

�̃
L · �̃L�

ps

ñr ,�̃,m,�
(�r)= �̃(�̃+ 1)�ps

nr ,�̃,m̃,�̃
(�r) , (63a)

L̃z�
ps

ñr ,�̃,m̃,�̃
(�r)= m̃�

ps

nr ,�̃,m̃,�̃
(�r) , (63b)

Jz�
ps

ñr ,�̃,m̃,�̃
(�r)=M�

ps

ñr ,�̃,m̃,�̃
(�r) , (63c)

whereñr is the pseudo-radial quantum number,M = m̃+ �̃ and the generators in Eq. (62) will connect
states with the samẽ� and differentm̃,

L̃±�
ps

ñr ,�̃,m̃,�̃
(�r)=

√
(�̃∓ m̃)(�̃± m̃+ 1)

2
�

ps

ñr ,�̃,m̃±1,�̃
(�r) . (64)
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As shown in the appendices (Section 19) these conditions will give for the amplitudes,

�
ps

ñr ,�̃,m̃,1/2
(�r)=




∑�̃+1/2
j=�̃−1/2

A
�̃�̃j

m̃m̃
g
ñr ,�̃,j

(r)Y
(�̃j )

m̃
(�,�)∑�̃+1/2

j=�̃−1/2
A
�̃�̃j

m̃m̃+1gñr ,�̃,j
(r)Y

(�̃j )

m̃+1(�,�)

if
ñr ,�̃

(r)Y
(�̃)

m̃
(�,�)

0


 , M ′ = m̃+ 1

2
, (65a)

�
ps

ñr ,�̃,m̃,−1/2
(�r)=




∑�̃+1/2
j=�̃−1/2

A
�̃�̃j

m̃m̃−1gñr ,�,j (r)Y
(�̃j )

m̃−1(�,�)

−∑�̃+1/2
j=�̃−1/2

A
�̃�̃j

m̃m̃
g
ñr ,�̃,j

(r)Y
(�̃j )

m̃
(�,�)

0
if
ñr ,�̃

(r)Y
(�̃)

m̃
(�,�)


 , M = m̃− 1

2
. (65b)

Just as for spin symmetry the spherical symmetry reduces the number of amplitudes in the doublet from
four to three and two of these amplitudes are related by a first order differential equation(

�

�r
+ �̃+ 2

r

)
g
ñr ,�̃,�̃+1/2(r)=

(
�

�r
− �̃− 1

r

)
g
ñr ,�̃,�̃−1/2(r) . (66)

Since the total angular momentum,�J = �̃
L + �̃

S, is also conserved, the usual convention is to use the
coupled basis,

�
ps

ñr ,�̃,j,M
(�r)=

∑
m̃,�̃

C
�̃(1/2)j
m̃�̃M �

ps
nr ,�,m̃,�̃,M

(�r) , (67)

which is also an eigenfunction of�J · �J but not ofL̃z:

�J · �J�
ps

ñr ,�̃,j,M
(�r)= j (j + 1)�ps

ñr ,�̃,j,M
(�r) , (68a)

�̃
L · �̃L�s

ñr ,�̃,j,M
(�r)= �̃(�̃+ 1)�ps

ñr ,�̃,j,M
(�r) , (68b)

Jz�
ps

ñr ,�̃,j,M
(�r)=M�

ps

ñr ,�̃,j,M
(�r) . (68c)

Rather than using the four row basis for this eigenfunction, it is more convenient to introduce the spin
function��̃ explicitly. The states that are a degenerate doublet are then the states withj = �̃± 1

2 and, as
shown in the appendices (Section 19), they have the two row form

�
ps

ñr ,�̃,j,M
(�r)=

(
g
ñr ,�̃,j

(r)[Y (�̃j )(�,�)�](j)M

if
ñr ,�̃

(r)[Y (�̃)(�,�)�](j)M

)
. (69)

Thus spherical symmetry reduces the number of independent amplitudes even more to two upper
amplitudes and one lower amplitude. The two upper amplitudes are related by the differential equation in
Eq. (66).

For pseudospin the lower component spatial amplitudes in the doublet are equal and therefore it is
convenient to label the eigenfunctions by the radial quantum number and orbital angular momentum
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of the lower component. However, the experimental eigenfunctions are labelled by the radial quantum
number and orbital angular momentum of the upper component. We see from Eq. (69) that the orbital
angular momentum of the upper component is�̃j and from Eq. (45) that the relation between the orbital
angular momentum of the upper component and the pseudo-orbital angular momentum is given by

�= �̃− 1 for j = �̃− 1
2 = �+ 1

2 , (70a)

�′ = �̃+ 1= �+ 2 for j = �̃+ 1
2 = �′ − 1

2 , (70b)

which agrees with the original assignments over 30 years ago as discussed in the Introduction.
As for the radial nodes, we shall show in the next subsection that the radial nodes of the upper

components are related to the radial nodes of the lower components,ñr , by

nr = ñr for j = �̃− 1
2 , (71a)

n′r = ñr − 1 for j = �̃+ 1
2 . (71b)

3. Radial nodes and bound states

In general the Dirac eigenstates have four spatial amplitudes as seen in Eq. (22). Spin symmetry or
pseudospin symmetry impose relations between upper components and between lower components but
they do not impose conditions relating upper and lower components. However, the Dirac eigenfunction
(3) relates these amplitudes by means of first order differential equations in the spatial coordinates:(

f+(�r)
f−(�r)

)
= −ic

E +Mc2 + VS − VV

(
pzg

+(�r)+ p−g−(�r)
−pzg−(�r)+ p+g+(�r)

)
, (72a)

(
g+(�r)
g−(�r)

)
= ic

E −Mc2 − VS − VV

(
pzf

+(�r)+ p−f−(�r)
−pzf−(�r)+ p+f+(�r)

)
, (72b)

where we has suppressed the quantum numbers. Therefore we can ask: what are the implications of
these relationships? For the general case we shall make some qualitative statements. For the spherical
symmetry limit this question has been explored in detail[14–16]and we shall be able to draw definitive
conclusions.

3.1. Radial nodes in general

3.1.1. Spin symmetry
In the spin symmetry limitVS = VV + Cs , whereCs is a constant, we have from Eq. (72a)

fk(�r)= −2c
Ek +Mc2 + Cs

�

�z
gk(�r) , (73a)

f−
k,1/2(�r)=

−2c
Ek +Mc2 + Cs

(
�

�x
+ i

�

�y

)
gk(�r) , (73b)
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f+
k,−1/2(�r)=

−2c
Ek +Mc2 + Cs

(
�

�x
− i

�

�y

)
gk(�r) . (73c)

If we assume the nodes in one direction are independent of the other directions, we can draw the following
conclusions from these differential relations:

(1) fk(�r) has the same number of nodes in thex, y directions asgk(�r), and
(2) f−

k,1/2(�r), f+
k,−1/2(�r) have the same number of nodes in thez direction asgk(�r).

In the axially symmetric limit this reduces to:

(1) f�,�(
, z) has the same number of nodes in the
 direction asgN,n3,�(
, z),
(2) f−

�,�,1/2(
, z) andf+
�,�,−1/2(
, z) have the same number of nodes in thez direction asg�,�(
, z).

3.1.2. Pseudospin symmetry
In the pseudospin symmetry limitVS =−VV + Cps, whereCps is a constant, we have from (72b)

g
k̃
(�r)= 2c

E
k̃
−Mc2 − Cps

�

�z
f
k̃
(�r) , (74a)

g−
k̃,1/2

(�r)= 2c
E
k̃
−Mc2 − Cps

(
�

�x
+ i

�

�y

)
f
k̃
(�r) , (74b)

g+
k̃,−1/2

(�r)= 2c
E
k̃
−Mc2 − Cps

(
�

�x
− i

�

�y

)
f
k̃
(�r) . (74c)

If we assume the nodes in one direction are independent of the other directions we can draw the following
conclusions from these differential relations:

(1) g
k̃
(�r) has the same number of nodes in thex, y directions asf

k̃
(�r), and

(2) g−
k̃,1/2

(�r), g+
k̃,−1/2

(�r) have the same number of nodes in thez direction asf
k̃
(�r).

In the axially symmetric limit this reduces to:

(1) g�̃,�̃(
, z) has the same number of nodes in the
 direction asf�̃,�̃(
, z) and� = �̃,

(2) g−
�̃,�̃,1/2

(
, z) andg+
�̃,�̃,−1/2

(
, z) have the same number of nodes in thez direction asf�̃,�̃(
, z).

However, these conclusions are valid only if the number of nodes in one direction are independent of
the other directions. This is true for the relativistic harmonic oscillator[11] but is not true for realistic
deformed potentials.

3.2. Radial nodes in the spherical symmetry limit

We shall determine the relationship between the radial nodes in general at first, not necessarily in
the spin or pseudospin symmetry limit. We shall show that, if the number of radial nodes of the upper
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component is known, then the Dirac equation predicts the number of radial nodes of the lower component,
and vice versa. If in addition there is a spin or pseudospin symmetry, the number of radial nodes in the
partner eigenstate are then predicted as well.

3.2.1. Radial nodes in the spherical symmetry limit: general
In the spherical symmetry limit the operator

�̂ =−�(�� · ��+ 1) (75)

commutes with the Dirac Hamiltonian,[H, �̂] = 0, independent of spin and pseudospin symmetry[7].
The Dirac eigenstates will then be eigenstates of this operator

�̂�nr ,�,j,M(�r)= ��nr ,�,j,M(�r) (76)

with eigenvalues

� =±(j + 1
2) , (77)

and the eigenstates are labeled by this conserved quantum number rather than the orbital angular mo-
mentum or pseudo-orbital angular momentum.

The eigenvectors have the form

�nr ,�,j,m(�r)=
(
gnr ,�,j (r)[Y (�u)(�,�)�](j)m

ifnr ,�,j (r) [Y (�l)(�,�)�](j)m

)
, (78)

with

�u = �, �l = � − 1 for j = �u − 1
2 = �l + 1

2 , (79a)

and

�u =−� − 1, �l =−� for j = �u + 1
2 = �l − 1

2 ; (79b)

that is, for states unaligned with orbital angular momentum or aligned with pseudo-orbital angular mo-
mentum,�>0, and for states aligned with orbital angular momentum or unaligned with pseudo-orbital
angular momentum,�<0. We note that both the upper and lower components depend onj when there is
no spin nor pseudospin symmetry.

For simplicity in the following we suppress all quantum numbers and label the radial amplitudes only
with �. The Dirac equation in terms of these two radial amplitudes becomes[14]

dg�(r)

dr
=−(� + 1)

r
g�(r)+ A(r)f�(r) , (80a)

df�(r)

dr
= (� − 1)

r
f�(r)− B(r)g�(r) , (80b)

where

A(r)= [E� +M + VS(r)− VV (r)] , (81a)

B(r)= [E� −M − VS(r)− VV (r)] . (81b)
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In the following we shall use Eq. (80) to determine how the number of radial nodes ofg�(r) is related to
the number of nodes off�(r). The number of radial nodes is the number of times the amplitude becomes
zero other than at the pointsr = 0 or∞.

3.2.2. Positive energy Dirac eigenstates
For nuclei the potentials will be finite at the origin,|VS(0)|<∞, |VV (0)|<∞, and go to zero mono-

tonically asr → ∞. Also we know the binding energies for nuclear states,M −E��40 MeV, are much
smaller than the mass of the nucleon,M = 938 MeV. As we shall see in Section 5, for realistic nuclear
potentialsA(r)>0 for all r. On the other hand,VS(r)+VV (r) is the potential that binds the nucleon and
therefore it must be attractive and, at the origin, greater in magnitude than the binding energy but must
vanish asr → ∞. HenceB(r) starts off positive at the origin but decreases monotonically and becomes
negative asr → ∞ and therefore vanishes at some pointr = rB .

We introduceG�(r)= r�+1g�(r) andF�(r)= r−�+1f�(r). Then in the open interval(0,∞), nodes of
f�(r) andg�(r) coincide with nodes ofF�(r) andG�(r). From Eq. (79b) we get

dG�(r)

dr
= r2� A(r) F�(r) , (82a)

dF�(r)

dr
=−r−2� B(r)G�(r) . (82b)

A number of observations follow from Eq. (82). First,

G�(r) → G0
�, F�(r) → F 0

� r
1−2�, r → 0, �<0 , (83a)

G�(r) → G0
�r

2�+1, F�(r) → F 0
� , r → 0, �>0 , (83b)

G�(r), F�(r) → 0, r → ∞ . (83c)

and bothG�(r), F�(r) go to zero exponentially in Eq. (83c). Second, it is impossible forF�(r) andG�(r)

to vanish simultaneously at the same point because, if they did, then all other higher-order derivatives
would vanish at that point and hence the functions themselves would vanish everywhere. Third, we see that
a node ofF�(r) corresponds to an extremum ofG�(r), and a node ofG�(r) corresponds to an extremum
of F�(r).F�(r)will have an additional extremum at one pointr=rB which does not correspond to a node
of G�(r). It follows that the nodes ofF�(r) andG�(r) alternate; that is, between every pair of adjacent
nodes ofF�(r) (orG�(r)) there is one node ofG�(r) (orF�(r)). If we let r1 be a node ofF�(r) andr2 be
a node ofG�(r), then the nature of the extrema at these points is determined from the second derivatives

d2G�(r)

dr2

∣∣∣∣
r=r1

=−A(r1)B(r1)G�(r1) whereF�(r1)= 0 , (84a)

d2F�(r)

dr2

∣∣∣∣
r=r2

=−A(r2)B(r2)F�(r2) whereG�(r2)= 0 . (84b)

As bound states, bothG�(r) andF�(r) vanish atr=∞ and their extrema are concave towards ther-axis.
Therefore, the extrema at the nodesr1 or r2 are minima (maxima) if the functionsG�(r) or F�(r) are
negative (positive) respectively at these points. It follows from Eq. (84) that nodes ofF�(r) andG�(r)
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can occur only where the productA(r)B(r)>0 is positive. Since for practical applicationsA(r)>0, this
condition reduces to

B(r)>0 at nodes ofF�(r) andG�(r) . (85)

The potentialVS(r)+ VV (r) appearing inB(r), Eq. (81b), is the average potential felt by the nucleon in
the non-relativistic limit, as stated above. Therefore, the condition of Eq. (85) is similar to the statement in
the non-relativistic case, that nodes of the radial wave function can occur only in the region of classically
allowed motion, i.e., where the kinetic energy is positive.

We now use the above results to obtain a relation between the radial nodes ofF�(r) andG�(r). For
that purpose we consider the equation forG�(r)F�(r) as derived from Eq. (80),

(G�(r)F�(r))
′ = A(r) F�(r)

2 − B(r)G�(r)
2 . (86)

For larger, (G�(r)F�(r))
′ ∼ (E� + M)F�(r)

2 − (E� − M)G�(r)
2>0 is positive, since the binding

energy(M − E�)>0 for bound states. At smallr, (G�(r)F�(r))
′ = −B(0)G�(r)

2<0 for �<0, while
(G�(r)F�(r))

′ = A(0)F�(r)
2>0 for �>0, by employing Eq. (83). SinceG�(r)F�(r) vanishes both at

r = 0 and∞ we see that it is an increasing negative function at larger, while at smallr, G�(r)F�(r) is a
decreasing negative function for�<0 and an increasing positive function for�>0,

for r −→ ∞, G�(r)F�(r)<0 , (87a)

for r −→ 0, G�(r)F�(r)<0 (�<0) , (87b)

for r −→ 0 G�(r)F�(r)>0 (�>0) , (87c)

consistent with Eq. (83). Furthermore, sinceA(r)>0 and by using Eq. (85) we find that

(G�(r)F�(r))
′|r=r1 =−B(r1)G�(r1)

2<0 whereF(r1)= 0 , (88a)

(G�(r)F�(r))
′|r=r2 = A(r2)F�(r2)

2>0 whereG(r2)= 0 . (88b)

ThusG�(r)F�(r) is a decreasing function at the nodes ofF�(r), and an increasing function at the nodes
of G�(r). Exploiting all these derived properties, we observe that for�>0, G�(r)F�(r) is positive at
small r and negative at larger, and hence has an odd number of zeroes. By Eq. (88) the first and last
zeroes ofG�(r)F�(r) correspond to nodes ofF�(r), and since the nodes ofF�(r) andG�(r) alternate,
then the number of nodes ofF exceed by one the number of nodes ofG�(r). On the other hand, for�<0,
G�(r)F�(r) has the same (negative) sign near both end points, and hence has an even number of zeroes.
By similar arguments we find that in this case the first and last zeroes ofG�(r)F�(r) are nodes ofG�(r)

andF�(r), respectively, and thatG�(r) andF�(r) have the same number of nodes. Altogether we have

�<0 : nf = ng , (89a)

�>0 : nf = ng + 1, (89b)

wherenf andng denote the number of internal nodes off�(r) andg�(r), respectively; that is, the number
of times the amplitude goes to zero excludingr=0 and∞. For�>0, the first and last nodes (considering
f�(r) andg�(r) together) aref�(r) nodes. For�<0, the nodes ofg�(r) precede those off�(r) as r
increases. The same results can be obtained by considering the Ricatti equation for the ratiof�(r)/g�(r)

and its asymptotic values, as shown in[14,15] for vector potentials.
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3.2.3. Negative energy Dirac eigenstates
For negative energy eigenstates the roles ofA(r) and−B(r) become reversed.B(r) is always negative,

while A(r) starts off as negative forr small and then becomes positive asr becomes very large. This
results in

�<0 : n̄g = n̄f + 1 , (90a)

�>0 : n̄g = n̄f , (90b)

wheren̄f andn̄g are the number of internal nodes off�(r) andg�(r), respectively.

3.2.4. Spin symmetry limit
For spin symmetry, the rank of the spherical harmonic,�, of the upper amplitudes for the two states in

the doublet is the same. The spin aligned state has negative� and the spin aligned states so that

� =−(�+ 1), j = �+ 1
2 , (91a)

� = �, j = �− 1
2 . (91b)

Likewise, the radial amplitudes of the upper components in Eq. (50) in the doublet have the same number of
radial nodes. Therefore, for the eigenstate for which the spin is aligned with the orbital angular momentum
(�< 0), we see from Eq. (89) that the spatial amplitudes of the upper and lower component have the same
number of radial nodes, while for the eigenstate for which the spin is unaligned with the orbital angular
momentum(�>0), the spatial amplitude of the lower component has one radial node more than the
spatial amplitude of the upper component and, therefore, one radial node more than the spatial amplitude
of the lower component of its partner in the spin doublet. For example, the spatial amplitudes of the
upper components ofp3/2, p1/2 eigenstates and the spatial amplitude of the lower component ofp3/2
eigenstates all have the radial quantum number, whereas the spatial amplitude of the lower component
of thep1/2 eigenstate has one more radial node than these amplitudes.

3.2.5. Pseudospin symmetry limit
On the other hand, for pseudospin symmetry, the rank of the spherical harmonic,�̃, of the lower

amplitudes for the two states in the doublet is the same. The pseudospin aligned state has positive� and
the pseudospin unaligned state has negative� so that

� =−�̃, j = �̃− 1
2 , (92a)

� = �̃+ 1, j = �̃+ 1
2 . (92b)

Likewise, the radial amplitudes of the lower components Eq. (69) in the doublet have the same number
of radial nodes. Therefore the radial amplitudes of the upper components have different radial nodes. In
fact, for the eigenstate for which the pseudospin is unaligned with the pseudo-orbital angular momentum
(�< 0), we see from Eq. (89) that the spatial amplitudes of the upper and lower component have the
same number of radial nodes, while for the eigenstate for which the pseudospin is aligned with the
pseudo-orbital angular momentum(�>0), we see from Eq. (89) that the spatial amplitude of the upper
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component has one radial node less than the spatial amplitude of the lower component and, therefore, has
one radial node less than the spatial amplitude of the upper component of its partner in the pseudospin
doublet. For example, the spatial amplitudes of the lower components of thed3/2, s1/2 eigenstates and the
spatial amplitude of the upper component ofs1/2 eigenstates all have the same radial quantum number,
whereas the spatial amplitude of the upper component of thed3/2 eigenstate has one less radial node than
these amplitudes. That is why states with different radial nodes, for example, the 1s1/2 and 0d3/2 states,
are pseudospin partners. The relations between the radial nodes is summarized in Eqs. (71).

Thus the identification of pseudospin as a relativistic symmetry of the Dirac Hamiltonian provides a
natural explanation for the structure of radial nodes occurring in pseudospin doublets of normal-parity
states. The key point in this explanation is that pseudospin symmetry implies that the radial amplitudes
of the lower components of the two states in the doublet are equal, and those in turn govern the radial
nodes of the corresponding upper components.

The states with radial quantum number zero and�<0 need special attention. These states have spin
aligned with the orbital angular momentum but pseudospin unaligned with the pseudo-orbital angular
momentum. The radial amplitude of the upper component of the spin partner of these states have the same
number of radial nodes as argued above. However, the radial amplitude of the upper component of the
pseudospin partner of these states must have one less radial quantum number but it clearly is not possible
to have a negative number of radial nodes. Therefore the pseudospin partner of these particular states
cannot be an eigenstate of the Dirac Hamiltonian. We shall discuss this issue in more detail in Section 7.2.
The “intruder” states, discussed in the next section, have zero radial quantum numbers and are spin
(pseudospin) aligned (anti-aligned) and fall into this category.

It is gratifying to note that characteristic features (e.g. radial and angular momentum quantum num-
bers) of the non-relativistic pseudospin partners, which seem at first ad hoc without an apparent reason,
receive a proper justification once the relativistic origin of pseudospin symmetry in nuclei is taken into
consideration.

3.3. Conditions for bound states

3.3.1. Conditions for bound positive energy states
From Eq. (83) we know thatG�(r)F�(r) goes to zero forr small and large. For a bound state to exist,

G�(r)F�(r) cannot be identically zero for allr. Hence the derivative(G�(r)F�(r))
′ must be negative

for some range ofr and positive for some other range ofr. For positive energy eigenstatesA(r) is
always positive andB(r) is negative for larger and therefore, by Eq. (86), is positive for larger. In
order that(G�(r)F�(r))

′ becomes negative,B(r) must become positive for somer sinceA(r) is always
positive. If VS(r) + VV (r) = 0, B(r) = E − M<0 for all r and therefore no bound positive energy
states will exist in the pseudospin symmetry limit. Hence, for nuclei to exist, pseudospin must be broken!
Also since there are no bound positive energy states in the symmetry limit, only continuum states, one
cannot do perturbation theory about the pseudospin symmetry limit. Therefore approximate pseudospin
symmetry is necessarily non-perturbative[17–19]. This non-perturbative nature of pseudospin symmetry
makes it both very difficult to analyze but, at the same time, very interesting since it is so different from
normal symmetry breaking. This is another large difference between spin and pseudospin symmetry;
perturbation theory is possible for spin symmetry for positive energy eigenstates whereas it is not for
pseudospin symmetry.
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3.3.2. Conditions for bound negative energy states
For negative energy states, as stated above,A(r) and−B(r) change roles. Therefore, in the limit of

pseudospin symmetry there are bound negative energy states, but in the limit of spin symmetry there are
no bound negative energy states.

4. Pseudospin symmetry in nuclei

One need only look at the single-particle spectrum in the original book on the nuclear shell model by
Meyer and Jensen, which is reproduced inFig. 1, to observe the pseudospin degeneracies[20].

First we note the large energy gaps between major shells labeled byN2� whereN is the number of
harmonic oscillator quanta and2� is the energy splitting between major shells,2� ≈ 41A−1/3. Second
we note the large energy splittings between the spin–orbit partners; i.e., 1p1/2 and 1p3/2 levels, 1d3/2
and 1d5/2 levels, 1f5/2 and 1f7/2 levels, 1g7/2 and 1g9/2 levels, etc., using the notationnr�j .

This spin–orbit splitting increases with orbital angular momentum leading to the fact that 1g9/2 is pushed
down so that it becomes a member of the lower major shell, thereby earning the name of “intruder”, while
1g7/2 remains in the original major shell. This pattern is repeated for levels with larger orbital angular
momentum and radial quantum number. On the other hand levels such as 1d3/2 and 2s1/2, 1f5/2 and 2p3/2,
1g7/2 and 2d5/2, 2d3/2 and 3s1/2, etc., are clumped together. From Eqs. (70) and (71) we see that these
doublets are pseudospin doublets with pseudo-orbital angular momenta�̃= 1,2,3,1 and pseudo-radial
quantum numbers̃nr = 2,2,2,3, respectively, as discussed in the last subsection. The pseudo-orbital
angular momenta agree with the original pseudo-orbital angular momenta assignments based on the
original experimental observation[4,5].

Detailed scrutiny of empirical single-particle spectra confirms the small pseudospin splittings. For
example, inFig. 2we show the energy splitting

�E
ñr ,�̃

= E
ñr ,�̃,j=�̃−1/2 − E

ñr ,�̃,j=�̃+1/2 (93)

of the 1d5/2 and 0g7/2 doublets (̃nr=1, �̃=3) (solid dots) and for the 2s1/2 and 1d3/2 doublets (̃nr=2, �̃=1)
(solid squares) in units of2� for the Sb isotopes as a function of the isospinT [21]. In Fig. 3we show the
energy splittings for the 2s1/2 and 1d3/2 doublets (̃nr = 2, �̃= 1) in the Tl isotopes. The energy splittings
are less than 13% of the shell model energy gap.

Pseudospin symmetry has been observed in deformed nuclei as well. Again the original Nilsson (har-
monic oscillator) levels in nuclei exhibit the feature that the states with asymptotic quantum numbers
[N, n3,�]
=�+ 1

2 and[N, n3,�+2]
=�− 1
2 were quasi-degenerate independent of the deformation

[22,23]. These quasi-degeneracies were also observed for deformed orbitals calculated from a realistic
Woods–Saxon deformed potential[24] and deformed orbitals calculated in the relativistic mean field
approximation of a relativistic field theory[25]. An example of the latter is shown inFig. 4 where the
single neutron energies,ε = E −M, of neutron pseudospin partners are plotted versus the deformation,
�, for 154Dy. In this figure the orbits are labeled by their pseudospin quantum numbers,[Ñ, ñz, �̃], and
the orientation of the pseudospin is denoted by the arrows.

In Fig. 5 the empirical splitting (divided by2�) of the [4,0,2]5
2 and[4,0,4]7

2(�̃ = 3) orbits in the
thulium isotopes are plotted while inFig. 6 the empirical splitting (divided by2�) of the orbits and the
[5,1,0]1

2 and[5,1,2]3
2(�̃ = 1) orbits in the osmium isotopes are plotted. The energy splittings of the

deformed doublets are less than 7% of the harmonic oscillator energy gap.
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Fig. 1. A schematic single-nucleon spectrum[20]. The notation for the orbitals isnr�j .

In Fig. 7 the spectrum of the ground state band and the neighboring band in187Os are plotted. The
states of the two bands are almost degenerate in energy. The two bands are built on the[5,1,0]1

2 and
[5,1,2]3

2 deformed orbitals respectively which are pseudospin doublets with�̃ = 1 and
 = �̃ ± 1
2.

The striking aspect of this discovery is that the quasi-degeneracies are almost independent of defor-
mation (seeFig. 4 for example). This feature led to an explosion of papers linking pseudospin with
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superdeformed bands. The complete alignment of pseudospin along the axis of rotation was cited as
partially responsible for superdeformed bands in different nuclei having virtually identical moments of
inertia [27]. These bands appeared in odd, even–even, and odd–odd nuclei[28–44,26,45]. The triaxial
harmonic oscillator was also shown to have pseudospin symmetry as well[46,47].

In the original observations of pseudospin doublets in spherical nuclei[4,5], it was noted
that the surface delta interaction[48–50], which was considered a good phenomenological effective
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interaction in nuclei, conserved pseudospin and pseudo-orbital angular momentum[51]. Calculations
using a shell model truncation scheme based on conserved pseudospin and pseudo-orbital angular mo-
mentum determined the many-nucleon energy spectrum and eigenstates for theN = 82 isotones[52].
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Experiments inspired by this newly found symmetry demonstrated reasonable agreement with these
predictions[53].

By combining isospin symmetry with the pseudospin symmetry, a pseudo-SU(4) symmetry is created.
Pseudo-SU(4) symmetry investigations have been limited[54–56] and we shall discuss the relativistic
generalization in Section 10.

A big leap was made by including all the normal parity orbitals in a major shell (SeeFig. 1) into
one representation of an SU(3) group, called pseudo-SU(3)[4,5]. A shell model truncation based on
pseudo-SU(3) has been used extensively with increasing sophistication and success in explaining the
spectroscopy of heavy nuclei[54,57–64].

With this success attempts were made to forge a deeper understanding of pseudospin symmetry. First
transformations between the shell model basis and the pseudo-shell model basis were explored and
originally the unitary transformationUr = �� · �r/r [23] was suggested. This transformation predicts
correctly that the orbital angular momenta in the doublet differ by two units, but also predicts that the two
states in the doublet have the same radial wavefunctions which certainly is not the case. The transformation
Ua = �� · �a/a [65], where�a = �p − i�r, inspired by the harmonic oscillator, does change both the radial
quantum number and the orbital angular momentum but is not hermitean. The helicity transformationUp

was originally proposed on the basis that it is both unitary and translationally invariant[8] and was also
vindicated by the subsequent discovery that pseudospin symmetry is an approximate symmetry of the
Dirac Hamiltonian[6] because, from Eq. (52), the projection of the pseudospin generators onto the non-
relativistic upper components is̃Si(1+�)/2=UpsiUp, where(1+�)/2 is the Dirac operator that projects
onto the upper component. With this helicity transformation it was shown that, in the harmonic oscillator,
pseudospin is conserved if the spin–orbit single particle potential and angular momentum single-particle
potential are in the combination

Hso= 2�̂ · ŝ + 0.5�̂ · �̂ (94)

and that the shell model and the Nilsson model approximately satisfy this condition[66]. Furthermore
this transformation from the spin basis to the pseudospin basis was shown to reduce the large spin–orbit
interaction in relativistic mean field calculations into a small pseudospin–orbit interaction[8].

However, the status of pseudospin symmetry provoked the statement “It should be emphasized that at
the present time there is no deeper understanding of the origin of these (approximate) degeneracies. They
are just facts which, as we shall see, can be exploited.”[27]. This status quo was broken when pseudospin
symmetry was shown to be a symmetry of the Dirac Hamiltonian[6].

We shall now discuss relativistic nuclear theories and the extent to which they support approximate
pseudospin symmetry in nuclei.

5. Relativistic nuclear theories

There are two types of relativistic theories that have been used to describe relativistic dynamics in
nuclei. The first is the relativistic theory of nucleons interacting by exchanging mesons, which has a long
history [67–71]. The other is a theory of relativistic nucleons interacting via point contact interactions
[72–75]. We shall briefly review both types.
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5.1. Relativistic field theory

A simple version of this type of model contains nucleon fields�(x�) and time independent neutral
scalar(�(�r)) and vector(V �(�r)) mesons. The lagrangian density for this model is given by

L= �̄(x�)[��(−2ci�� + gV V�(�r))+ (Mc2 − gS�(�r))]�(x�)

+ 1
2(���(�r)���(�r)−m2

S�(�r)2)− 1
3!��(�r)3

− 1
4!��(�r)4 − 1

4F��(�r)F ��(�r)+ 1
2m

2
V V�(�r)V �(�r) , (95)

whereF ��(�r) ≡ ��V �(�r) − ��V �(�r). The coupling constants,gS , gV , �, �, and the scalar and vector
meson massesmS , mV , are determined (in principle) from experimental observables.

Isovector meson fields can be included which will produce isovector scalar and vector potentials.
Other parts of the nucleon–nucleon interaction average essentially to zero in spin-saturated nuclear

matter and may be incorporated as refinements to the present model. The important point is that even in
more complete models, the dynamics generated by scalar and vector mesons will remain.

The field equations for this model follow from the Euler–Lagrange equations and can be written as

(���
� +m2

S)�(�r)+ 1
2��(�r)2 + 1

6��(�r)3 = gS�̄(x�)�(x�) , (96a)

��F
��(�r)+m2

V V�(�r)= gV �̄(x�)�
��(x�) , (96b)

[��(−i2c�� + gV V�(�r))+ (Mc2 − gS�(�r))]�(�r)= 0 . (96c)

Eq. (96a) is a Klein–Gordon equation with a scalar source term and nonlinear scalar self-interactions.
Eq. (96b) looks like massive QED with the conserved nucleon current

B�(x�)= �̄(x�)�
��(x�), ��B

�(x�)= 0 , (97)

rather than the (conserved) electromagnetic current as the source. Finally, Eq. (96c) is the Dirac equation
with scalar and vector fields entering in a minimal fashion. The solutions (if they exist) of these nonlinear
equations quantum field equations are very complicated. An approximate but non-perturbative solution
is the Hartree approximation in which the average of the meson fields are replaced by classical fields,

−gS�(�r) → −gS〈�〉 ≡ VS(�r), gV 〈V �(�r)〉 → gV 〈V �(�r)〉 ≡ (VV (�r),0) . (98)

The average value ofV i(�r), i = 1,2,3, vanishes if parity conservation is assumed. Therefore the Dirac
equation in Eq. (96c) becomes equivalent to the Dirac equation in Eq. (1).

5.2. Relativistic point coupling model

The model consists of four-, six-, and eight-fermion point couplings leading to scalar and vector
densities with both isoscalar and isovector components and derivatives of the densities to simulate the
finite ranges of the mesonic interactions, but no explicit meson fields. The Lagrangian density is given by

L=Lfree+L4f +Lhot +Lder+Lem , (99)

whereLem is the electromagnetic term, and

Lfree= �̄(x�)[−2ci���
� +Mc2]�(x�) , (100a)
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L4f = − 1
2�S(�̄�)(�̄�)− 1

2�V (�̄���)(�̄���)

− 1
2�T S(�̄���) · (�̄���)− 1

2�T V (�̄�����) · (�̄�����) , (100b)

Lhot =−1
3�S(�̄�)3 − 1

4�S(�̄�)4 − 1
4�V [(�̄���)(�̄���)]2 , (100c)

Lder=−1
2	S(���̄�)(���̄�)− 1

2	V (���̄���)(�
��̄���) , (100d)

where thex� of the nucleon fields have been suppressed for convenience.
In these equations,�S,V , �T S,T V , �S, �S,V , 	S,V are the strengths of the nine different contact inter-

actions with subscriptsSandV referring to isoscalar scalar and vector potentials and subscriptsTSand
TV referring to isovector scalar and vector potentials. The physical makeup ofL is thatL4f is a four-
fermion interaction, whileLhot contains higher order six-fermion and eight-fermion interactions, and
Lder contains derivatives in the nucleon densities.

Again the solution of this interacting many-nucleon system is not possible so a Dirac–Hartree approx-
imation is made which leads to a Dirac equation with the following potentials:

VS(�r)= �S
S(�r)+ �S
S(�r)2 + �S
S(�r)3 + 	S�
S(�r) , (101a)

VV (�r)= �V 
V (�r)+ �V 
V (�r)3 + 	V �
V (�r) , (101b)

VT S(�r)= �T S
T S(�r) , (101c)

VTV (�r)= �T V 
T V (�r) , (101d)

where� = �i�i , the Laplacian, andVS,V (�r) are the isoscalar–scalar potential and isoscalar–vector po-
tential, respectively, andVT S,T V (�r) are the isovector–scalar potential and the isovector–vector potential,
and
S,V (�r) are the isoscalar–scalar and isoscalar–vector nuclear density, respectively, and
T S,T V (�r)
are the isovector–scalar nuclear density and the isovector–vector nuclear density, respectively. These
nuclear densities are determined self consistently from the upper and lower components of the Dirac
eigenfunctions (g±a (�r), f±

a (�r)) wherea represents all the quantum numbers. For example, the vector
density becomes


V (�r)=
occ.∑
a

[g+a (�r)2 + g−a (�r)2 + f+
a (�r)2 + f−

a (�r)2] , (102)

while the scalar density becomes


S(�r)=
occ.∑
a

[g+a (�r)2 + g−a (�r)2 − f+
a (�r)2 − f−

a (�r)2] , (103)

where the sum is over all occupied states.

5.3. Features of the relativistic mean field

The features of the relativistic potentials derived from either the relativistic field theory or the relativistic
contact interaction model are very similar since they both determine the parameters of the models from
nuclear properties[67,74]. In Fig. 8 the isoscalar vector and scalar potentials,VS(r), VV (r) (solid line),
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are shown for16O and16Pb. In both cases the scalar potential is attractive and large while the vector
potentials are repulsive and large, but they are similar shape and magnitude,VS(r) ≈ −VV (r). This is
consistent with approximate pseudospin symmetry.

The isovector vector nuclear potential,vV (r) (dotted), and the Coulomb potential,vC(r) (dashed),
are also shown for each nucleus. These are both vector potentials so they do not satisfy the pseudospin
condition but are very small compared to the isoscalar potentials. We shall discuss the isospin dependence
of pseudospin symmetry in Section 11. Isospin dependence of pseudospin symmetry will become more
important as we increase our knowledge of nuclei far from stability from experiments at rare isotope
accelerators.

6. QCD sum rules

QCD sum rules have been used to show thatVS ≈ −VV in nuclear matter[77]. Since the derivation is
too complex to repeat here, we shall only attempt to justify the result.

The vector potential will be proportional to the nuclear matter density, Eq. (97), which in nuclear matter
is uniform,VV ≈ 
N . The value of
N is taken to be the central matter density of nuclei which has been
measured in electron scattering from nuclei.
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In order to determine the scalar potential we need to know the nuclear scalar density which is the term
on the right-hand side of the equation in Eq. (96a). There is no direct measurement of the nuclear scalar
density, but the scalar density of quarks in a nucleon can be measured experimentally. This scalar density
of quarks is given in terms of what is called the sigma term

�N = 2mq(〈N |q̄q|N〉 − 〈0|q̄q|0〉) , (104)

whereq is quark field operator,̄q = q†�0, mq is the quark mass,|N〉 is the nucleon state, and|0〉 is
the vacuum state. This sigma term can be measured in pion–nucleon scattering[78,79] and, after a
sophisticated analysis, is determined to be�N≈45± 8 MeV. Averaging over all the nucleons in nuclear
matter and ignoring nuclear interactions,

�N
N = 2mq(〈q̄q〉
N − 〈q̄q〉vac) . (105)

The scalar density of quarks in nuclear matter relative to the vacuum is then

〈q̄q〉
N
〈q̄q〉vac

= 1+ �N
N
2mq〈q̄q〉vac

= 1− �N
N
m2

�f
2
�

, (106)

where the last term follows from the Gell–Mann–Oakes–Renner relation[80],

2mq〈q̄q〉vac=−m2
�f

2
� . (107)

Both the nucleon mass and the scalar potential are Lorentz scalars. The effective mass will be proportional
to the left-hand side of Eq. (106) with the first term on the right-hand side proportional to the mass of the
nucleon and the second proportional to the scalar potential.

The detailed QCD sum rule gives

VS =−4�2�N
N
M2mq

, (108a)

VV = 32�2
N
M2

. (108b)

Since all the quantities on the right-hand side of Eq. (107) are positive, the scalar potential is attractive
and the vector potential is repulsive, just as one finds in relativistic mean field models. Furthermore the
ratio becomes

VS

VV
=− �N

8mq

≈ −1.1 , (109)

using accepted values of the average quark mass in the proton(≈5 MeV) and the value of�N
(≈45 MeV), which is uncannily close to the ratio of the potentials at the center of the nucleus as de-
termined in relativistic mean field models (SeeFig. 8), and indicative of pseudospin symmetry. Also the
negative sign originates in the vacuum expectation of the quark scalar density given in Eq. (107). These
features suggest that perhaps pseudospin has a more fundamental foundation in terms of QCD.
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7. Testing nuclear eigenstates for pseudospin symmetry

Although pseudospin symmetry has been observed in the energy spectra of nuclei, there has not been
an attempt to test the eigenstates of nuclei for good pseudospin until recently when the relativistic origins
of the symmetry were revealed and the generators determined. There have been two types of test. One
is to examine the Dirac eigenstates determined in relativistic models discussed in Section 5 and see how
well they fit the relationships between amplitudes given in Eqs. (53)[81,25,82–87]. We shall discuss
these comparisons in the next four sections 7.1–7.4. The other type of test is an empirical one in which
we ask what predictions in transition strengths follow from pseudospin symmetry. We shall discuss some
of the empirical relationships predicted by pseudospin and their comparison with nuclear data in the next
two sections, Sections 8 and 9.

7.1. Test of realistic eigenfunctions with spherical symmetry

The Dirac eigenfunctions used in the following tests are from relativistic mean field approximations
of the relativistic point coupling model[81] for neutrons in208Pb but similar conclusions hold for the
protons as well.

7.1.1. Lower amplitudes
The most striking predictions of pseudospin symmetry and the most straightforward to check is that

the lower amplitudes of the states in the doublet are equal,

f
ñr ,�̃,j=�̃+1/2(r)= f

ñr ,�̃,j=�̃−1/2(r)= f
ñr ,�̃

(r) (110)

as seen in Eq. (69).
In Fig. 9a and b, the upper and lower amplitudesg(r) andf (r) of the 1s1/2 (solid line) and 0d3/2

Dirac eigenfunctions (dashed line) (ñr =1, �̃=1) are plotted as a function of the radial coordinater [81].
The upper amplitudes of the 1s1/2 and 0d3/2 Dirac eigenfunctions have different nodes and radial shape.
However the lower amplitudes are almost identical except on the nuclear surface. InFig. 9c and d the
upper and lower amplitudesg(r) andf (r) of the 2s1/2 and 1d3/2 Dirac eigenfunctions (̃nr =2, �̃=1) are
plotted as a function the radial coordinater. The agreement between the lower amplitudes is even better
than forñr = 1.

Similar plots are made for the upper and lower amplitudesg(r) andf (r) of the 1p3/2 (solid line)
and 0f5/2 Dirac eigenfunctions (dashed line) (ñr = 1, �̃ = 2), the 2p3/2 (solid line) and 1f5/2 Dirac
eigenfunctions (dashed line) (ñr =2, �̃=2) in Fig. 10, for the upper and lower amplitudesg(r) andf (r)
of the 1d5/2 (solid line) and 0g7/2 Dirac eigenfunctions (dashed line) (ñr = 1, �̃= 2) in Fig. 11, and for
the upper and lower amplitudesg(r) andf (r) of the 1f7/2 (solid line) and 0h9/2 Dirac eigenfunctions
(dashed line) (̃nr = 1, �̃= 2) in Fig. 12.

From Figs. 9and10 we conclude that, for the same pseudo-orbital angular momentum, pseudospin
conservation improves as the binding energy decreases. ComparingFig. 9d with Fig. 11b and comparing
Fig. 10d with Fig12b we see that, for roughly the same binding energy, pseudospin conservation improves
as the pseudo-orbital angular momentum decreases. These features can be derived from a simple square
well potential[6].
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Fig. 9. (a) The upper amplitudeg(r) for the 1s1/2 (solid line) and 0d3/2 (dashed line) eigenfunctions, (b) the lower amplitude
f (r) for the 1s1/2 (solid line) and 0d3/2 (dashed line) eigenfunctions, (c) the upper amplitudeg(r) for the 2s1/2 (solid line)
and 1d3/2 (dashed line) eigenfunctions, and (d) the lower amplitudef (r) for the 2s1/2 (solid line) and 1d3/2 (dashed line)

eigenfunctions as a function the radial coordinate in Fermi(fm). All amplitudes are in(fm)−3/2 [81].

We also note that the upper amplitudes for the pseudospin unaligned(�<0)eigenstates (s1/2, p3/2, d5/2,

f7/2) have the same number of radial nodes as the lower amplitudes, while the upper amplitudes for
pseudospin aligned(�<0) eigenstates (d3/2, f5/2, g7/2, h9/2) have one radial node less than the lower
amplitudes. This is in agreement with Eq. (89).

7.1.2. Upper amplitudes
Recently the differential relations in Eqs. (66) satisfied by the upper components of the Dirac eigen-

functions in the pseudospin symmetry limit have been tested for the pseudospin doublets in spherical
nuclei using realistic eigenfunctions determined in relativistic mean field calculations[84,9,86].

In Fig. 13a the upper components for the 1s1/2 and 0d3/2 eigenfunctions are plotted (ñr = 1, �̃ = 1);
these eigenfunctions are very different in shape with different numbers of radial nodes. InFig. 13b the
differential relations for these eigenfunctions are plotted and we see a remarkable similarity between
the two differential relations except near the nuclear surface. InFig. 13c the upper components for
the 2s1/2 and 1d3/2 eigenfunctions are plotted(ñr = 2, �̃ = 1); likewise these eigenfunctions are very
different in shape. InFig. 13d the differential relations for these eigenfunctions are plotted and we see
even better agreement between the two differential relations than forñr = 1. In Figs. 14–16similar
tests are made for higher radial quantum numbers and larger pseudo-orbital angular momentum[9].
The pseudospin violation decreases for increasing radial quantum number but decreasing pseudo-orbital



J.N. Ginocchio / Physics Reports 414 (2005) 165–261 199

-0.1

0

0.1

0.2

0 5 10 15
r(fm)

-0.03

-0.02

-0.01

0

0.01

0 5 10 15
r(fm)

-0.1

0

0.1

0.2

0 5 10 15 -0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0 5 10 15
r(fm)r(fm)

(a) (b)

(c) (d)

g(
r)

 (
fm

)-3
/2

g(
r)

 (
fm

)-3
/2

f(
r)

 (
fm

)-
-3

/2
f(

r)
 (

fm
)-

-3
/2

Fig. 10. (a) The upper amplitudeg(r) for the 1p3/2 (solid line) and 0f5/2 (dashed line) eigenfunctions, (b) the lower amplitude
f (r) for the 1p3/2 (solid line) and 0f5/2 (dashed line) eigenfunctions, (c) the upper amplitudeg(r) for the 2p3/2 (solid line)
and 1f5/2 (dashed line) eigenfunctions, and (d) the lower amplitudef (r) for the 2p3/2 (solid line) and 1f5/2 (dashed line)

eigenfunctions as a function the radial coordinate in Fermi(fm). All amplitudes are in(fm)−3/2 [81].

-0.1

0

0.1

0.2

0 5 10 15
r(fm)

-0.03

-0.02

-0.01

0

0.01

0 5 10 15
r(fm)

g(
r)

 (
fm

)-3
/2

f(
r)

 (
fm

)-3
/2

(a) (b)

Fig. 11. (a) The upper amplitudeg(r) for the 1d5/2 (solid line) and 0g7/2 (dashed line) eigenfunctions, (b) the lower amplitude
f (r) for the 1d5/2 (solid line) and 0g7/2 (dashed line) eigenfunctions as a function the radial coordinate in Fermi(fm). All

amplitudes are in(fm)−3/2 [81].



200 J.N. Ginocchio / Physics Reports 414 (2005) 165–261

g(
r)

 (
fm

)-3
/2

f(
r)

 (
fm

)-3
/2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0 5 10 15
r(fm)

-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0 5 10 15
r(fm)(a) (b)

Fig. 12. (a) The upper amplitudeg(r) for the 1f7/2 (solid line) and 0h9/2 (dashed line) eigenfunctions, (b) the lower amplitude
f (r) for the 1f7/2 (solid line) and 0h9/2 (dashed line) eigenfunctions as a function the radial coordinate in Fermi(fm). All

amplitudes are in(fm)−3/2 [81].

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0 5 10 15

g(
r)

 (
fm

)-3
/2

g(
r)

 (
fm

)-3
/2

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0 5 10 15

(a)

(c)

-0.2

-0.15

-0.1

-0.05

0

0.05

-0.3

-0.2

-0.1

0

0.1

0.2

0 5 10 15

0 5 10 15

r (fm)(d)

(b) r (fm)r (fm)

r (fm)

Fig. 13. (a) The upper amplitudeg(r) for the 1s1/2 (solid line) and 0d3/2 (dashed line) eigenfunctions, (b) the differential

equation on the right-hand side (RHS) of Eq. (66) with�̃=1 for the 1s1/2 (solid line) eigenfunction and the differential equation

on the left-hand side (LHS) of Eq. (66) with̃�=1 for the 0d3/2 (dashed line) eigenfunction, (c) the upper amplitudeg(r) for the

2s1/2 (solid line) and 1d3/2 (dashed line) eigenfunctions, and (d) the differential equation on the RHS of Eq. (66) with�̃= 1 for

the 2s1/2 eigenfunction (solid line) and the differential equation on the LHS of Eq. (66) with�̃= 1 for the 1d1/2 (dashed line)
eigenfunctions.



J.N. Ginocchio / Physics Reports 414 (2005) 165–261 201

-0.1

0

0.1

0.2

0 5 10 15
r(fm)

-0.1

0

0.1

0.2

0 5 10 15
r(fm)

(a)

(c)

g(
r)

 (
fm

)-3
/2

g(
r)

 (
fm

)-3
/2

-0.05

0

0.05

0.1

0.15

0.2

0 5 10 15

0 5 10 15

(b)

(d)

0

0.1

0.2

r(fm)

r(fm)

Fig. 14. (a) The upper amplitudeg(r) for the 1p3/2 (solid line) and 0f5/2 (dashed line) eigenfunctions, (b) the differential

equation on the right-hand side (RHS) of Eq. (66) with�̃=2 for the 1p3/2 (solid line) eigenfunction and the differential equation

on the left-hand side (LHS) of Eq. (66) with̃�= 1 for the 0f5/2 (dashed line) eigenfunction,(c) the upper amplitudeg(r) for the

2p3/2 (solid line) and 1f5/2 (dashed line) eigenfunctions, and (d) the differential equation on the RHS of Eq. (66) with�̃ = 2

for the 2p3/2 eigenfunction (solid line) and the differential equation on the LHS of Eq. (66) with�̃ = 2 for the 1f5/2 (dashed
line) eigenfunctions.

angular momentum, the same pattern followed by the binding energies and the lower amplitudes of the
eigenfunctions[81] as seen in the last subsection.

7.1.3. Non-relativistic mean field eigenfunctions
In the limit of small lower components, the upper components are the non-relativistic approximation to

the eigenfunctions. The differential relations in Eq. (66) have been tested as well for the non-relativistic
eigenfunctions of the harmonic oscillator (HO) and self-consistent Hartree–Fock mean field (HF)[86].
In Fig. 17these non-relativistic eigenfunctions are shown also to satisfy approximately the differential
relations in Eq. (66) which is consistent with the fact that these models reproduce the single-nucleon
spectrum well. InFig. 17a the differential equation on the RHS of Eq. (66) with 2p3/2 eigenfunction
(dashed line) is compared to the differential equation on the LHS of Eq. (66) for the 1f5/2 (solid line)
eigenfunctions (̃� = 2 ), while in Fig. 17b the differential equation on the RHS of Eq. (66) with 1d5/2
eigenfunction (dashed line) is compared to the differential equation on the LHS of Eq. (66) for the 0g7/2

(solid line) eigenfunctions (̃�= 3). Even for the harmonic oscillator the agreement is good. Of course the
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pseudospin doublets are degenerate in energy for the harmonic oscillator. For the realistic non-relativistic
Hartree–Fock eigenfunctions with proper pseudospin doublet energy splitting the agreement is even better.
Hence this relativistic symmetry leaves its “smile” in the non-relativistic realistic eigenfunctions.

7.2. Pseudospin singlets and intruders

Eigenstates with̃� = 0 for axially symmetric deformed potentials and eigenstates with�̃ = 0 for
spherically symmetry potentials are pseudospin singlets and have no pseudospin partners. The non-
relativistic quantum numbers for these states are[N, n3,� = 1]1

2 and 0p1/2, respectively.
However, in realistic nuclear spectra there are additional states which have no bound partners; namely

the states with asymptotic quantum numbers[N, n3,�=N − n3]�+ 1
2 and spherical quantum numbers

0�j=�+1/2. For large� these states are the “intruders” mentioned in Section 4. Prior to the discovery of
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the relativistic origins of pseudospin symmetry these intruders were interpreted as singlets. However,
now that we know the generators of the pseudospin symmetry[16], we can determine their pseudospin
partners by operating on the eigenstates with the generators.

In the pseudospin limit the two states in the doubletj = �̃± 1/2 are degenerate, and are connected by
the pseudospin generatorsS̃q given in Eq. (52):

S̃q�ñr ,�̃,ji ,mi
(�r)=

∑
jf ,mf

Ajf ,mf ,ji ,mi
�
ñr ,�̃,jf ,mf

. (111)

Here

Ajf ,mf ,ji ,mi
= (−1)1/2−mf+�̃

√
3(2ji + 1)(2jf + 1)

2

(
jf

−mf

1

q

ji

mi

){ 1
2
jf

�̃

1

ji
1
2

}
,

where the symbols are Wigner 3-j and 6-j symbols, respectively. For�̃= 0,Ajf ,mf ,ji ,mi
= 0 for jf 	= ji ,

which is consistent with the fact that that state is a pseudospin singlet.
In the exact pseudospin limit,VS(�r)=−VV (�r), there are no bound Dirac valence states. For nuclei to

exist the pseudospin symmetry must therefore be broken. As we have seen in Section 5, realistic mean
fields involve an attractive scalar potential and a repulsive vector potential of nearly equal magnitudes,
VS(�r) ∼ −VV (�r). Since pseudospin symmetry is broken, the pseudospin partner produced by the raising
and lowering operators on an eigenstate will not necessarily be an eigenstate. The question is how different
is the pseudospin partner from the eigenstate with the same quantum numbers?

For broken pseudospin Eq. (111) becomes

S̃q�ñr ,�̃,ji ,mi
(�r)= Aji,mf ,ji ,mi

�
ñr ,�̃,ji ,mf

(�r)+ Ajf ,mf ,ji ,mi
�

psp

ñr ,�̃,jf ,mf
(�r) . (112)



204 J.N. Ginocchio / Physics Reports 414 (2005) 165–261

0

0.05

0.1

0.15

0.2

0.25

0 5 10 15
r(fm)

0

0.02

0.04

0.06

0.08

0.1

0.12

0 5 10 15
r(fm)(a) (b)

Fig. 18. (a) The upper amplitudeg(r) of the 0s1/2 (ñr=0, �̃=1) eigenfunction (solid line), the upper amplitude of its pseudospin

partnergpsp(r) (dashed line) both in(fm)−3/2, andr3gpsp(r) (dotted line), scaled to be comparable togpsp(r), as a function
of the radial coordinater in Fermi (fm). (b) The upper amplitudeg(r) of the 0f7/2 (ñr = 0, �̃ = 4) eigenfunction (solid line),
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Here the superscript psp on the second term denotes the pseudospin partner withjf 	= ji . Even with
pseudospin breaking, the pseudospin generators do not change�̃. In addition, from Eq. (112) we see
that the first term withjf = ji is exactly equal to the original eigenstate, independent of the amount of
pseudospin breaking[84].

On the other hand, the upper amplitude for the pseudospin partner withjf = ji + 1 is [84]

g
psp

ñr ,�̃,jf
(r)= g

ñr ,�̃,ji
(r)− (2�̃+ 1)

r�̃+2

∫ r

0
dx x�̃+1g

ñr ,�̃,ji
(x), ji = �̃− 1

2
, jf = �̃+ 1

2
. (113)

The amplitudesgpsp

ñr ,�̃,jf
(r) andg

ñr ,�̃,ji
(r) satisfy the differential conditions in Eq. (66) and therefore we

have tested this relationship for the bound state doublets withñr >0 in the previous subsections.
Dirac bound states fall off exponentially∼ exp(−√M2 − E2 r), for large r [15]. However, from

Eq. (113) we see that the amplitude of the pseudospin partner,g
psp

ñr ,�̃,jf
(r), falls off as a power lawr−(�̃+2)

for larger and not exponentially. As such it has an asymptotic behavior which is very different from that
of a Dirac bound state. This behavior of the pseudospin partner of thej = �̃ − 1/2 Dirac eigenstates is
evident inFig. 18. In Fig. 18a the upper amplitudeg(r) of the 0s1/2 (ñr = 0, �̃= 1) eigenfunction (solid
line) and the upper amplitude of its pseudospin partnergpsp(r) (dashed line) are both plotted as a function
or r. To make clear that the partner amplitudegpsp(r) falls off asr−3 we plot r3gpsp(r) (dotted line),
scaled to be comparable togpsp(r), as well. InFig. 18b The upper amplitudeg(r) of the 0s1/2 (ñr = 0,
�̃= 4) eigenfunction (solid line) and the upper amplitude of its pseudospin partnergpsp(r) (dashed line)
are both plotted as a function orr. To make clear that the partner amplitudegpsp(r) falls off asr−6 we
plot r6gpsp(r) (dotted line), scaled to be comparable togpsp(r), as well.



J.N. Ginocchio / Physics Reports 414 (2005) 165–261 205

0.2

-0.1

0

HF RMF

0.2

0.1

0

HF RMF

(a)

(b)

r (fm)

g(
r)

 (
fm

) 
-3

/2

2 4 6 80 2 4 6 80

Fig. 19. The eigenfunctions for (a) 1f7/2 (solid line), 1f5/2 (dashed line) and (b) 2d5/2 (solid line), 2d3/2 (dashed line) spin

partners of208Pb obtained in non-relativistic Hartree–Fock (HF) and relativistic Hartree (RMF) calculations. For RMF the upper
component is plotted.

7.3. Spin and pseudospin symmetry breaking

In Fig. 19we plot the radial eigenfunctions of the non-relativistic Hartree–Fock (HF) approximation
and the upper components of the relativistic mean field (RMF) approximation for the (a) 0f and (b)
2d spin–orbit partners. The self-consistent non-relativistic and relativistic mean fields show very little
difference between eigenstates of the spin doublets[86]. Thus, even though the spin–orbit splittings
are large, the eigenfunctions retain spin symmetry and thus spin symmetry is an approximate dynamic
symmetry.

In the non-relativistic framework, one can explain this apparent puzzle using the Nilsson model
(the modified harmonic oscillator model)[22]. For the non-relativistic harmonic oscillator potential,
the spin–orbit partners and the pseudospin–orbit partners are degenerate in energy. The spin–orbit eigen-
functions have the same radial eigenfunction whereas the pseudospin eigenfunctions do not exactly satisfy
the pseudospin conditions as seen inFig. 17. Hence in this limit the pseudospin is approximately broken
in the eigenfunctions even though the energies are degenerate. If a spin–orbit potential such as that given
in Eq. (94) is added, the spin–orbit partners are split in energy but the pseudospin partners remain degen-
erate. Furthermore, since this spin–orbit potential does not affect the eigenfunctions, the eigenfunctions
of the spin–orbit partners will have exact spin symmetry with the radial wave functions being identical
even though the partners are not degenerate in energy whereas the pseudospin partners will be degenerate
in energy but the eigenfunctions will approximately violate pseudospin symmetry.

For non-relativistic and relativistic realistic potentials the spin–orbit potential is no longer constant.
Therefore, the spin eigenfunctions no longer have identical spatial amplitudes and the dynamic spin
symmetry is broken. Nevertheless, realistic potentials retain salient features of the Nilsson model to make
spin symmetry an approximate dynamic symmetry. As seen inFig. 8the scalar and vector potentials are
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Fig. 20. The neutron single neutron spectrum in MeV for the pseudospin doublets in168Er.

relatively constant except at the nuclear surface. So most of the breaking takes place at the nuclear surface.
At the nuclear surface, d|VV (r) − VS(r)|/dr?d|VS(r) + VV (r)|/dr and thus pseudospin symmetry is
favored. Hence the reason for approximate dynamic spin symmetry seems to be the shape of the potentials
involved whereas the reason for pseudospin symmetry is the fact that the scalar and vector potentials are
approximately equal and opposite in sign.

7.4. Test of realistic eigenfunctions for deformed nuclei with axial symmetry

The single-particle energies and eigenfunctions for axially deformed nucleus168Er are calculated by
the relativistic Hartree theory in a Woods–Saxon basis[88,89]. This method has been developed from
nuclear field theory in coordinate space[90–92]and has the advantage that it easily generalizes to include
both deformation and pairing correlations self-consistently in the BCS approximation. These calculations
lead to a theoretical average binding energyB/A=8.107 MeV, a quadrupole deformation�=0.3497 and
a root mean square radiusR=5.376 fm, which reproduce the data well. For these realistic eigenfunctions
the harmonic oscillator quantum numbers are not conserved, but the orbitals are labeled by the quantum
numbers of the main spherical basis state in the expansion of the dominant upper component in the Dirac
eigenfunctions.

In Fig. 20, the calculated single-neutron energies,ε = E −M, for the pseudospin doublets in168Er
are presented. From left to right, the panels correspond to the pseudo orbital angular momentum pro-
jection �̃= 1, 2, 3 and 4, respectively. The energy splitting between members of pseudospin doublets
decreases as the single-particle binding energy,−ε, decreases. For pseudospin doublets with binding
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Fig. 21. Eigenfunctions in(Fermi)−3/2 as a function ofz and
 in Fermi for the neutron pseudospin doublet [510]1/2 and
[512]3/2(�̃ = 1) in 168Er. Top row:f+

�̃,�̃,−1/2
andf−

�̃,�̃,1/2
, testing relation (53a), bottom row:f−

�̃,�̃,−1/2
andf+

�̃,�̃,1/2
, and the

difference of the two testing relation (53b). Color legends: left legend is for upper graphs; right legend for lower graphs.

energy larger than 5 MeV, the spin-up (pseudospin down) state is higher than the spin-down (pseudospin
up) one. On the other hand, for the bound doublets with binding energy less than 5 MeV, the opposite is
observed.

Four pairs of neutron pseudospin partners are analyzed in detail in[87]. Here we present the results of
the[510]1

2 and[512]3
2 orbitals (̃� = 1), which have a tiny energy splitting (less than 0.01 MeV), in both

three dimensional contour plots and two dimensional plots.
Three dimensional contour plots for the[510]1

2 and[512]3
2 pairs of neutron pseudospin partners are

shown inFigs. 21–23as a function of both
 andz in a color code.Fig. 21tests the relationships between
lower component amplitudes given in Eq. (53a) (top row) and Eq. (53b) (bottom row). On the far right
at the bottom row the difference between the two dominant lower amplitudes is plotted to help assess
how well these amplitudes agree. In the top row ofFig. 22the upper amplitudes which correspond to the
non-relativistic quantum numbers are plotted and we see how different these amplitudes are for the two
states in the doublet. The bottom row tests the relationship between upper component amplitudes given
in Eq. (53c). On the far right on the bottom row the sum of the two small upper components is plotted
to help assess how well these amplitudes are equal and opposite in sign.Fig. 23 tests the differential



208 J.N. Ginocchio / Physics Reports 414 (2005) 165–261

Fig. 22. Eigenfunctions in(Fermi)−3/2 as a function ofz and
 in Fermi for the neutron pseudospin doublet [510]1/2 and
[512]3/2(�̃ = 1) in 168Er. Top row:g+

�̃,�̃,−1/2
and−g−

�̃,�̃,1/2
(the dominant components), bottom row:g−

�̃,�̃,−1/2
andg+

�̃,�̃,1/2
and the sum of the two testing relation (53c). Color legends: left legend is for upper graphs; right legend for lower graphs.

relationships given in Eqs. (58). On the far right the difference of the two sides of the equations in
Eqs. (58) are plotted to help assess how well these equations are satisfied. The first row tests Eq. (58a)
and the second and third rows test Eq. (58b).

For another perspective on these eigenfunctions we look at sections of the amplitudes. The same
pseudospin partners are shown inFigs. 24–26, as a function ofz for three segments:
 = 1, 3, 5 fm,
and inFigs. 27–29as a function of
 for three segments:z = 1, 3, 5 fm. In each segment the top row
displays the relationship between lower component amplitudes given in Eq. (53a) in the first column,
the relationship between lower component amplitudes given in Eq. (53b) in the second column, and
the relationship between upper component amplitudes given in Eq. (53c). The bottom row displays the
differential relationship between upper component amplitudes given in Eq. (58a) in the first column and
the differential relationships between upper component amplitudes given in Eq. (58b) in the second and
third column.

From these figures, we can draw a number of conclusions. First, while the amplitudesf+
�̃,�̃,−1/2

(
, z),

f−
�̃,�̃,1/2

(
, z) are not zero as predicted by Eq. (53a), they are much smaller thanf−
�̃,�̃,−1/2

(
, z),f+
�̃,�̃,1/2

×
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Fig. 23. Eigenfunctions in(Fermi)−3/2 as a function ofz and
 in Fermi for the neutron pseudospin doublet [510]1/2 and
[512]3/2(�̃ = 1) in 168Er. Test of the differential relations in Eq. (58). Graphs a, b, c are respectively the left-hand side (LHS)
and right-hand side (RHS) of Eq. (58a) and the difference between them. Graphs d, e and f are respectively the LHS and the
RHS (with “+” sign) of Eq. (58b) and their difference. Graphs g, h and i are the LHS and RHS (with “−” sign) of Eq. (58b) and
their difference.

(
, z). Furthermore,f+
�̃,�̃,1/2

(
, z) andf−
�̃,�̃,−1/2

(
, z) have similar shapes as predicted by Eq. (53b). The

amplitude−g−
�̃,�̃,−1/2

(
, z)has the same shape as the amplitudeg+
�̃,�̃,1/2

(
, z), in line with the prediction

of Eq. (53c), but they differ in magnitude. These amplitudes are much smaller than the other upper
amplitudes,g±

�̃,�̃,∓1/2
(
, z) as suggested by Eq. (60) which is an indication of spin symmetry as discussed

in Section 7.3.
The differential relation in Eq. (58a) between the dominant upper components,g−

�̃,�̃,1/2
(
, z) and

g+
�̃,�̃,−1/2

(
, z), is well obeyed in all cases. The differential relations in Eq. (58b) relate the dominant

upper components,g±
�̃,�̃,∓1/2

(
, z) to the small upper componentsg±
�̃,�̃,±1/2

(
, z). The shapes of the
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Fig. 24. Eigenfunctions in(Fermi)−3/2 as a function ofz for 
=1 fm for the neutron pseudospin doublet [510]1/2 and [512]3/2
(�̃ = 1) in 168Er. In each segment, the top row shows (from left to right) the relations in (i) Eq. (53a), involvingf+

�̃,�̃,−1/2
and

f−
�̃,�̃,1/2

, (ii) Eq. (53b), involvingf−
�̃,�̃,−1/2

andf+
�̃,�̃,1/2

, (iii) Eq. (53c), involvingg+
�̃,�̃,1/2

and−g−
�̃,�̃,−1/2

. The bottom row

shows (from left to right) the LHS and RHS of (i) Eq. (58a), involvingg−
�̃,�̃,1/2

andg+
�̃,�̃,−1/2

, (ii) Eq. (58b), involvingg+
�̃,�̃,−1/2

andg+
�̃,�̃,+1/2

, (iii) Eq. (58b), involvingg−
�̃,�̃,+1/2

andg−
�̃,�̃,−1/2

.

Fig. 25. Eigenfunctions in(Fermi)−3/2 as a function ofzand
=3 fm for the neutron pseudospin doublet [510]1/2 and [512]3/2
(�̃ = 1) in 168Er. The contents of the graphs are the same asFig. 24.

left-hand side and of the right-hand side of Eq. (58b) are the same, but the corresponding amplitudes are
quite different. Therefore, the differential relations in Eq. (58b) are less satisfied. These differences might
partly originate from the differences in the magnitudes of the small upper components in Eq. (53c).

As in spherical nuclei, the pseudospin violation increases as the pseudo-orbital angular momentum
increases and as the binding energy increases[87]. In both spherical and deformed nuclei the lower
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Fig. 26. Eigenfunctions in(Fermi)−3/2 as a function ofzand
=5 fm for the neutron pseudospin doublet [510]1/2 and [512]3/2
(�̃ = 1) in 168Er. The contents of the graphs are the same asFig. 24.

Fig. 27. Eigenfunctions in(Fermi)−3/2 as a function of
 andz=1 fm for the neutron pseudospin doublet [510]1/2 and [512]3/2
(�̃ = 1) in 168Er. The content of the graphs in each segment as inFig. 24.

components are small compared to the upper components (CompareFigs. 9a–d,10a–d,11a and b,12a
and b, andFig. 21with the top row ofFig. 22) which is consistent with the fact that nuclei are primarily non-
relativistic quantum systems. However relativistic quantum mechanics is necessary for the understanding
of pseudospin symmetry.

7.5. Summary

We have reviewed the conditions that pseudospin symmetry places on the Dirac eigenfunctions. We
have shown that the conditions on the lower amplitudes, Eqs. (53a)–(53b), are approximately satisfied
for axially deformed nuclei and spherical nuclei. The differential relation between the dominant upper
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Fig. 28. Eigenfunctions in(Fermi)−3/2 as a function of
 andz=3 fm for the neutron pseudospin doublet [510]1/2 and [512]3/2
(�̃ = 1) in 168Er. The content of the graphs in each segment as inFig. 24.

Fig. 29. Eigenfunctions in(Fermi)−3/2 as a function of
 andz=5 fm for the neutron pseudospin doublet [510]1/2 and [512]3/2
(�̃ = 1) in 168Er. The content of the graphs in each segment as inFig. 24.

component amplitudes for axially deformed nuclei, Eq. (58a), and for spherical nuclei, Eq. (66), are also
approximately satisfied. However, for axially deformed nuclei, both the relation between the amplitudes of
the small upper components, Eq. (53c), and the differential equations, Eq. (58b), that relate the dominant
upper components with the small upper components are not well satisfied. The pseudospin symmetry
improves as the binding energy and pseudo-orbital angular momentum projection decrease, for both
axially deformed nuclei and spherical nuclei.
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8. Magnetic dipole and Gamow–Teller transitions

Horton, an elephant in a Dr. Seuss story, is frolicking in the jungle one day picking flowers and, because
of his big ears, is able to hear a cry for help from a microscopic Who living in Whoville, which is perched
on a small flower (Fig. 30). Horton vows to help the tiny Whos declaring “A person is a person no matter
how small.”[93]. Likewise an amplitude is an amplitude no matter how small.

Since the lower component of the Dirac wavefunction is small[6,81,25,82], the effect of pseudospin
symmetry on the relativistic wavefunction is difficult to tested empirically except perhaps in certain
forbidden transitions, which, like Horton’s ears, amplify the effects of the small amplitudes. For example,
single-nucleon magnetic dipole and Gamow–Teller transitions between pseudospin doublets are forbidden
non-relativistically (i.e., “� forbidden” [94–96]) because the orbital angular momenta of the two states
differ by two units. However, they are not forbidden relativistically. We shall use pseudospin symmetry in
the wavefunction to derive relations between single-nucleon relativistic magnetic moments and magnetic
dipole transitions within a pseudospin doublet on the one hand, and between single-nucleon relativistic
Gamow–Teller transitions within a pseudospin doublet on the other hand. These relationships provide a
test for the influence of pseudospin symmetry on the single-nucleon wavefunctions.

8.1. Magnetic moments and M1 transitions

The relativistic magnetic dipole operator for a particle with chargee is given by[97,98],

�̂i =−e

2
g
(�� × �r)i + �A,
�i , (114)

Fig. 30. Horton finds a flower on which the microscopic village of Whoville is located[93].
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where�� is the usual Dirac matrix,�r is the three space vector,
=� for a proton and� for a neutron,g
 is the
orbital gyromagnetic ratio,g� =1,g� =0, and�A,
 is the anomalous magnetic moment,�A,� =1.793�0,
�A,� =−1.913�0, where�0 = e2/2Mc is the nuclear magneton. The magnetic moment is given in terms
of the matrix element of this operator withm= j ,

�j,
 = 〈�
ñr ,�̃,j,m=j,
|�̂|�ñr ,�̃,j,m=j,
〉 , (115)

and the square root of the magnetic transition probability between two states in the doublet is given in
terms of the reduced matrix element of this operator,

√
B(M1 : ñr , �̃, j ′ → ñr , �̃, j)
 =

√
1

(2j ′ + 1)
〈�

ñ′r ,�̃,j ′,
‖�̂‖�ñr ,�̃,j,

〉 . (116)

8.2. Non-relativistic limit

The non-relativistic limit is valid whenVV (�r)+ VS(�r)/2Mc2 is small, although in the interior of the
nucleus this ratio is≈ .48. As shown in[99], the magnetic moments in the non-relativistic limit become,

�NR
j,
 = (j + 1

2)g
�0 + �A,
; j = �̃− 1
2 , (117)

�NR
j,
 = j

(j + 1)

((
j + 1

2

)
g
�0 − �A,


)
; j = �̃+ 1

2
. (118)

These non-relativistic limits for the magnetic moments in Eqs. (117)–(118) are equivalent to the Schmidt
values[100].

For theM1 transition

B(M1 : ñr , �̃, j ′ → ñr , �̃, j)
NR

 = 0; j ′ 	= j . (119)

In the derivation[99], this transition is proportional to� + �′ − 1 which is zero for the two states in the
doublet since�′ = �̃+ 1 and�=−�̃ (see Eq. (92)) for the states in the doublet. Thus the non-relativistic
limit of theB(M1) is zero which is consistent with the fact that the transition is from� to �± 2.

8.3. Pseudospin symmetry

Instead of looking at the non-relativistic limit, we examine the pseudospin limit which assumes that
the spatial wave functions of the lower components of the doublet are equal (up to an over all sign). Using
the Dirac eigenfunction in Eq. (69), we obtain for the magnetic moments[99],

j = �̃− 1

2
,

�j,
 =−eg
(j + 1
2)

2(j + 1)

∫ ∞

0
g
ñr ,�̃,j,


f
ñr ,�̃,


r3 dr + �A,


(
1− (2j + 1)

(j + 1)

∫ ∞

0
f 2
ñr ,�̃,


r2 dr

)
, (120a)

j = �̃+ 1
2 ,
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�j,
 =
eg
(j + 1

2)

2(j + 1)

∫ ∞

0
g
ñr ,�̃,j,


f
ñr ,�̃,


r3 dr − �A,

(j + 1)

(
j − (2j + 1)

∫ ∞

0
f 2
ñr ,�̃,


r2 dr

)
.

(120b)

TheB(M1) is a transition rate between two different states and so it is the square of a matrix element.
Because of the overall phase ambiguity of the eigenfunctions, the sign of the matrix element between the
two states is indeterminable. Hence we shall present the relationships in terms of theB(M1) and not the
transition matrix element. Also, in order to save space we shall use the compressed notation for the quantum
numbersq = ñr , �̃, j with q ′ = ñr , �̃, j

′, andj = �̃ + 1
2, j

′ = �̃ + 1
2. We suppress the radial argument

g
ñr ,�̃,j,


(r) = g
ñr ,�̃,j,


, f
ñr ,�̃,


(r) = f
ñr ,�̃,


.Then theB(M1) between the two states in the doublet is
given by

j ′ = �̃+ 1
2, j = �̃− 1

2 ,

B(M1 : q ′ → q)
 = (2j + 1)

(2j + 3)
B(M1 : q → q ′)


= (2j + 1)

16(j + 1)

[
eg


2

∫ ∞

0
[g

ñr ,�̃,j ′,
 + g
ñr ,�̃,j,


]f
ñr ,�̃,


r3 dr

+4�A,


∫ ∞

0
f 2
ñr ,�̃,


r2 dr

]2

. (121)

The last term in Eqs. (122)–(121),
∫∞

0 f 2
ñr ,�̃,


r2 dr, is the same because of pseudospin symmetry,f
ñr ,�̃,j,


=
f
ñr ,�̃,


.

For neutronsg�=0, and hence we have one unknown quantity,
∫∞

0 f 2
ñr ,�̃,


r2 dr. Therefore, if we know

one magnetic quantity, we can predict two others[99],

B(M1 : q ′ → q)� = j + 1

2j + 1
[�j,� − �A,�]2 , (122)

B(M1 : q ′ → q)� = 2j + 1

j + 1

[
j + 2

2j + 3

(
�j ′,� +

j + 1

j + 2
�A,�

)]2

. (123)

For protons there are three unknown integrals, and so we can only derive one relationship between the
three magnetic quantities[99],

B(M1 : q ′ → q)�

= 1

4(j + 1)(2j + 1)

[
(j + 2)(2j + 1)�j ′,� − (2j + 3)(j + 1)�j,� + 4(j + 1)2�A,�

(2j + 3)

]2

.

(124)

This follows because the first term under the integral sign in Eq. (121) is equal to the sum of the first
term under the integral sign in Eqs. (120a) and (120b). This equality is due to pseudospin symmetry,
f
ñr ,�̃,j,


= f
ñr ,�̃,


.
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If the magnetic moments are given by the Schmidt values as in Eqs. (117) and (118), then the magnetic
transitions in Eqs. (122), (123), and (124) will be identically zero, which is consistent with the non-
relativistic limit.

The relativistic mean field overestimates the isoscalar magnetic moments of nuclei[98]. However,
when the response of the spectator nucleons is included, the relativistic isoscalar magnetic moments
agree better with experiment[101]. The response of the spectator nucleons do not significantly affect
isovector magnetic moments since the dominant mesons in the relativistic field theory are isoscalar. If we
define the isoscalar and vector operators as

�j,S = 1
2(�j,� + �j,�); �j,V = 1

2(�j,� − �j,�); �A,S = 1
2(�A,� + �A,�);

�A,V = 1
2(�A,� − �A,�);

B(M1 : q ′ → q)S = 1

2

[√
B(M1 : q ′ → q)� +

√
B(M1 : q ′ → q)�

]2
;

B(M1 : q ′ → q)V = 1

2

[√
B(M1 : q ′ → q)� −

√
B(M1 : q ′ → q)�

]2
, (125)

then the relations are separated into relations among the isoscalar and isovector magnetic properties:

B(M1 : q ′ → q)S/V

=
[
((j + 2)(2j + 1)�j ′,S/V − (2j + 3)(j + 1)�j,S/V + 4(j + 1)2

(�A,S/V )
4(2j+3)

]2

(j + 1)(2j + 1)
. (126)

8.4. Gamow–Teller transitions

The Gamow–Teller operator is given by

GT= gA√
2
��± , (127)

wheregA is the axial vector coupling constant (= 1.2670 (35)) and�± are the isospin raising and lowering
operator. Thus this operator is a pure isovector operator. Using the Dirac wavefunction in Eq. (69) but
not assuming pseudospin symmetry yet, the transitions become

j = �̃− 1
2 ,

B(GT : q, 
 → q, 
̄)= (j + 1)

j
g2
A

[
1− (2j + 1)

(j + 1)

∫ ∞

0
f
ñr ,�̃,j,


f
ñr ,�̃,j,
̄

r2 dr)

]2

, (128)

j = �̃+ 1
2 ,

B(GT : q, 
 → q, 
̄)= g2
A

j (j + 1)

[
j − (2j + 1)

∫ ∞

0
f
ñr ,�̃,j,


f
ñr ,�̃,j,
̄

r2 dr

]2

, (129)

j ′ = �̃+ 1
2, j = �̃− 1

2 ,
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B(GT : q ′, 
 → q, 
̄)= (2j + 1)

(2j + 3)
B(GT : q, 
̄ → q ′, 
)

= (2j + 1)

j + 1
g2
A

[∫ ∞

0
f
ñr ,�̃,j ′,
fñr ,�̃,j,
̄r

2 dr

]2

. (130)

where
̄ = � if 
 = � and
̄ = � if 
 = �.
We notice that

B(GT : q, 
 → q, 
̄)= B(GT : q, 
̄ → q, 
) , (131)

even if isospin symmetry is broken; that isf
ñr ,�̃,j,�

	= f
ñr ,�̃,j,�

. However, in general, forq ′ 	= q,

B(GT : q ′, 
 → q, 
̄) 	= B(GT : q ′, 
̄ → q, 
) . (132)

8.5. Non-relativistic limit of the Gamow–Teller transitions

Since terms quadratic inf are ignored in the non-relativistic limit, we get the usual results,

B(GT : q, 
 → q, 
̄)= (j + 1)

j
g2
A; j = �̃− 1

2
, (133)

B(GT : q, 
 → q, 
̄)= j

(j + 1)
g2
A; j = �̃+ 1

2
, (134)

B(GT : q ′, 
 → q, 
̄)= 0; j ′ 	= j . (135)

8.6. Pseudospin symmetry

Using pseudospin symmetry, Eq. (69), there is only one unknown for the Gamow–Teller transitions
and hence each transition is related to the other[99],

j ′ = �̃+ 1
2, j = �̃− 1

2 .

B(GT : q ′, 
 → q, 
̄)= j

2j + 1

[√
B(GT : q, 
 → q, 
̄)−

√
j + 1

j
gA

]2

, (136)

B(GT : q ′, 
 → q, 
̄)= (j + 2)(2j + 1)

(2j + 3)2

[
B(GT : q ′, 
 → q ′, 
̄)+

√
j + 1

j + 2
gA

]2

, (137)

B(GT : q, 
 → q, 
̄)

=
[
(2j + 1)

(2j + 3)

]2
j + 2

j

[
B(GT : q ′, 
 → q ′, 
̄)− 2

(2j + 1)

√
j + 1

j + 2
gA

]2

, (138)

B(GT : q ′, 
 → q, 
̄)= B(GT : q ′, 
̄ → q, 
) . (139)

This last relation, Eq. (139), also follows from isospin symmetry as well, but if pseudospin symmetry is
conserved than the relation holds even though isospin may be violated; i.e.,f

ñr ,�̃,�
	= f

ñr ,�̃,�
.
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Table 1
Predicted “� forbidden” magnetic dipole transition in39Ca

B(M1 : g, � → g′, �)

Predicted Eq. (123) 0.0166
Predicted Eq. (143) 0.0121
EXP Ref.[102] 0.0121 (14)

8.7. An example:39K , 39Ca

The nuclei39
19K20 and39

20Ca19 are mirror nuclei. The ground state and first excited state of39
19K20 are

interpreted as a 0d3/2 and 1s1/2 proton hole, respectively, while the ground state and first excited state of
39
20Ca19 are interpreted as a 0d3/2 and 1s1/2 neutron hole, respectively. These states are members of the
ñr=1, �̃=1 pseudospin doublet. TheM1 transitions between these two states in both of these nuclei have
been measured, although they are forbidden in a non-relativistic single-nucleon model, and are indeed
small[102,103]. The magnetic moments of the ground states are known. However, the magnetic moments
of the excited states are not known and hence only the magnetic transition in39Ca can be tested because
it is a neutron hole. Using the magnetic moment of39Ca,� = 1.02168(12)�0 [21], Eq. (123) leads to a
transition rate only about 37% larger than the measured transition as seen inTable 1. However, the two
states in the doublet are not pure single-particle states. In the next subsection we discuss a modification
of these relations which takes into account the fact that these states are not pure single particle states. The
modified relations give a transition rate that agrees with the measured value to within experimental error
as seen inTable 1.

In addition, the Gamow–Teller transitions from the ground state of39Ca to the ground and first excited
state of39K are known, which is enough information to test Eq. (137). For this example, for whichg= 1̃,
1̃, j = 1/2+ andg′ = 1̃, 1̃, j = 3/2+, Eq. (137) becomes

B(GT : g′, � → g, �)= 5

16

(√
BGT : g′, � → g′, � +√

0.6gA
)2

. (140)

In order to evaluate this Gamow–Teller transition we need to know the sign of the square root of the
experimental Gamow–Teller transition rateB(GT : g′, � → g′, �). The square root of this transition rate
and the magnetic moment of the ground state of39Ca both are proportional to the spin operator as seen
from Eqs. (115) and (127). The matrix element of the isospin operator is positive. As seen above the
magnetic moment is positive, but the anomalous magnetic moment for the neutron is negative. Therefore
the matrix element of the spin operator is negative and hence we take the sign to be negative.

Using the measured transition rate
√
B(GT : g′, � → g′, �) = −0.647(10) in Eq. (140), we see from

Table 2that the predicted Gamow–Teller transition is about 61 times the experimental value. However,
since we are dealing with a single-nucleon model, we can expect renormalization of the axial coupling
constantgA due to omitted shell model configurations just as in the non-relativistic shell model[104–106].
Using two examples of the non-relativistic renormalization of the axial coupling constant for� allowed
transitions the predicted transition is reduced to 4.9–1.7 greater than the measured value as shown in
Table 2. Because the Gamow–Teller transition in Eq. (137) is quadratic ingA, fitting the experimental value
of the magnetic dipole transition produces two values of the effective axial coupling constantg̃A which
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Table 2
Predicted “� forbidden” Gamow–Teller strength,39Ca→ 39K, for various values of the effective axial coupling constant

g̃A B(GT : g′, � → g, �)

gA (free) 0.0349 (1)
0.76 (3)gA Ref. [104] 0.0028 (9)
0.72 (2)gA Ref. [107] 0.0010 (3)
0.70gA (fit) 0.00058 (2)
0.62gA (fit) 0.00058 (2)

EXP Ref.[103] 0.00058 (2)

Table 3
Predicted “� allowed” Gamow–Teller strength,39Ca→ 39K, for two values of the effective axial coupling constant

g̃A B(GT : g, � → g, �)
gA (free) 3.31 (1)
0.70gA 2.22 (1)

we show inTable 2. We see that the renormalization ofgA necessary to reproduce the experimental “�

forbidden” Gamow–Teller transition is consistent with the renormalization needed in the non-relativistic
shell model to reproduce� allowed Gamow–Teller transitions.

Since the transition operator is proportional to the spin (Eq. (127)), in the non-relativistic shell model
the transition vanishes (Eq. (135)). An effective tensor termgeff [Y2�](1) is added to the Gamow–Teller
operator to produce a transition. Using a calculated effective coupling constantgeff which includes core
polarization, isobar excitations, meson exchange currents, and relativistic corrections, a value of the
“� forbidden” transitionB(GT : g′, � → g, �)NR = 0.0013(9) is calculated. This value agrees with the
experimental value within the limits of experimental and theoretical uncertainty. However, the isoscalar
and isovector magnetic dipole transitions calculated between the same states and using the same model
underestimates the experimental transitions by a factor of an order of magnitude[103]. This inconsistency
has been a puzzle for the non-relativistic shell model. On the other hand, as we just have seen, the relativistic
single-nucleon model gives a consistent description of both of these transitions.

We can now predict the “�” allowed 1/2+ → 1/2+ transition using Eq. (138). The results are tabulated
in Table 3; this transition is the largest within the doublet. Furthermore, the final transition, which is also
“� forbidden”, can be determined from Eqs. (130) and (139):

B(GT : g, � → g′, �)= 2B(GT : g′, � → g, �)= 0.00116(5) . (141)

This relationship does not depend on the effectivegA but also follows from isospin symmetry as well.

8.8. Global test of the M1 pseudospin relations

Instead of studying a particular nucleus we now do a global survey of the magnetic dipole pseudospin
relations[108]. Most nuclei are not close to being pure single particle states. The single particle strength is
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distributed over many states by the residual interaction and only in odd-mass nuclei near closed shells can
one expect to find states which carry large fractions of the total strength. Therefore, we restrict ourselves
to nuclei with one or three particles (holes) with respect to a closed shell. The calculation ofB(M1) values
from magnetic moments given in Eqs. (122)–(124) is modified to include the fractional single particle
strength by correcting with spectroscopic factors from single-nucleon stripping (pick-up) reactions.

This leads to the following relations:

B(M1; q ′ →q)�

SqSq ′
= j + 1

2j + 1

(
�j,�
Sq

− �A,�

)2

, (142)

B(M1; q ′ →q)�

SqSq ′
= 2j + 1

j + 1

(
j + 2

2j + 3

)2(�j ′

Sq ′
+ j + 1

j + 2
�A,�

)2

, (143)

for neutron-odd nuclei and

B(M1; q ′ →q)�

SqSq ′
=

[
(j + 2)(2j + 1)

�j ′

Sj ′
− (2j + 3)(j + 1)

�j
Sj

+ 4(j + 1)2�A,�

]2

4(2j + 3)2(j + 1)(2j + 1)
, (144)

for proton-odd nuclei whereSq,q ′ are the spectroscopic factors.
The experimental information[109] on l-forbiddenM1 transitions fulfilling the selection criteria de-

scribed above are summarized inTable 4for neutron-odd and inTable 5for proton-odd cases. The
spectroscopic factorsSj,j ′ are taken from one-nucleon transfer reactions populating the respective states.
For transitions between neutron-odd states one has in principle two independent predictions from Eqs.
(142) and (143). However, there is only one case (57Fe) where experimental information on the magnetic
moments of both pseudospin partners is available. Because of the need to know the magnetic moments
of both levels, the data are much more limited for proton-odd transitions. The second-last columns of
theTables 4and5 present the predictions of Eqs. (142)–(144). Note that generallyB(M1) ↓ values are
given for the experiments. Thus, if the state withj ′ = �+ 1

2 is lower , the prediction in Eq. (123) have to
be corrected by a statistical factor(l̃ + 1)/l̃ where appropriate.

8.9. Discussion

A comparison of the experimentall-forbidden strengths with the pseudospin predictions is displayed
in Fig. 31 for neutron and proton transitions. Nuclei with 1 and 3 particles (holes) with respect to the
shell closure are distinguished as circles and triangles, respectively. In neutron-odd nuclei (Fig. 31a)
the theoreticalB(M1)th strengths on the average agree reasonable well with experimentalB(M1)exp
strengths although a few cases scatter considerably. The predictive power is better for closed-shell±1
nuclei (with two marked exceptions, see below), while the pseudospin results for closed-shell±3 nuclei
tend to be somewhat too large. For proton-odd transitions (Fig. 31b) a clear separation in two groups is
observed. For three out of seven experimental results the pseudospin predictions are acceptable while the
other four are about an order of magnitude above the data.

Since the pseudospin predictions are calculated from data it is necessary to evaluate the effect of the
experimental uncertainties. The largest contribution clearly comes from the spectroscopic factors. It is
difficult to quantify, but comparison ofSvalues deduced from different reactions [e.g.,(d, p) vs.(t, d)etc.]
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Table 4
Experimental information on the magnetic properties of pseudospin partners and pseudospin symmetry predictions for neutron-
odd nuclei

Nucl. l̃ Conf. E∗ S � Conf. E∗ S � B(M1)exp B(M1)th
(MeV) (�N ) (MeV) (�N ) (�2

N
) (�2

N
)

37
18Ar19 1 2s1/2 1.409 0.44 1d3/2 0.000 0.88 +1.15 (1) 0.0139 (28)a 0.0048
39
20Ca19 1 2s1/2 2.469 0.93 1d3/2 0.000 0.99 +1.02 (0) 0.0121 (14) 0.0121
53
24Cr29 2 2p3/2 0.000 0.56 −0.48(0) 1f5/2 1.006 0.25 0.0930 (69) 0.0992
57
28Ni29 2 2p3/2 0.000 0.90b −0.80(0) 1f5/2 0.769 0.90b 0.0259 (20) 0.430
57
26Fe31 2 2p3/2 0.014 0.42 1f5/2 0.137 0.59 +0.94 (1) 0.0021 (1) 0.0066
59
28Ni31 2 2p3/2 0.000 0.82 1f5/2 0.339 0.68 +0.43 (19) 0.0149 (14) 0.1600
91
40Zr51 3 2d5/2 0.000 0.75 −1.30(0) 1g7/2 2.201 0.44 0.0090 (35) 0.0059
95
42Mo53 3 2d5/2 0.000 0.59 −0.91(0) 1g7/2 0.762 0.18 0.0199 (36) 0.0083
97
44Ru53 3 2d5/2 0.000 0.57 −0.79(1) 1g7/2 0.421 0.61 0.0149 (7)c 0.0581
139
58 Ce81 1 3s1/2 0.255 0.90 2d3/2 0.000 0.85 0.96(4) 0.0061 (20) 0.0002
141
60 Nd81 1 3s1/2 0.193 0.95 2d3/2 0.000 1.00 1.01(1) 0.0038 (4) 0.0180
145
60 Nd85 4 2f7/2 0.000 0.52 −0.66(0) 1h9/2 0.748 0.22 0.0048 (20)c 0.0269
207
82 Pb125 2 3p3/2 0.898 0.95 2f5/2 0.570 0.80 +0.80 (3) 0.053 (7) 0.0829
209
82 Pb127 5 2g9/2 0.000 0.83 −1.47(0) 1i11/2 0.779 0.86 0.0100 (7)c 0.0073

Given are the pseudo-orbital angular momentuml̃, the single particle states, their excitation energiesE∗, spectroscopic factors
S, and magnetic moments�, and theB(M1)exp ↓ transition strength between them. All experimental results are from[109]
except where noted. The last column presents the pseudospin symmetry prediction for theB(M1)th ↓ strengths.

aE2 contribution estimated from shell model[110].
bFrom shell model[111].
cPureM1 transition assumed.

and typical errors of the measured cross sections suggest a range of±20%. Agreement can be achieved
for all neutron transitions within the estimated uncertainty for the spectroscopic factors indicated, with
two exceptions. For the proton transitions most of the transitions fall outside the experimental error of
the spectroscopic factors[108].

As pointed out above, Eqs. (142) and (143) can provide independent results for the same transition.
For the data selected here, there is only one case (57Fe) where experimental data on magnetic moments of
both states are available. Besides the result given inTable 4, a value�=−0.15�N has been measured for
theE∗=0.014 MeV,J �=3/2− state[109]. The prediction of Eq. (142) would beB(M1)=0.0924�2

N in
poor agreement with experiment. The spectroscopic information for this level suggests a more complex
structure beyond the single particle picture. This is also reflected in shell-model calculations[112,113]
which provide a successful description of theM1 transitions strengths in57Fe. While these calculations
can account for the magnetic moments of 1/2− g.s. and the lowest 5/2− state used inTable 4, they
completely fail for the 3/2− state.
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Table 5
Same asTable 4, but for proton-odd nuclei

Nucl. l̃ Conf. E∗ S � Conf. E∗ S � B(M1)exp B(M1)th
(MeV) (�N ) (MeV) (�N ) (�2

N
) (�2

N
)

67
31Ga36 2 2p3/2 0.000 0.36 +1.85 (0) 1f5/2 0.359 0.79 1.40 (65) 0.0169 (13) 0.011
121
51 Sb70 3 3d5/2 0.000 0.92 +3.36 (0) 2g7/2 0.058 0.75a +2.52 (1) 0.0180 (8) 0.740
127
53 I74 3 3d5/2 0.000 0.60b +2.81 (0) 2g7/2 0.058 0.70b +2.54 (1) 0.0219 (15) 0.230
129
53 I76 3 3d5/2 0.028 0.59 +2.80 (0) 2g7/2 0.000 0.66 +2.62 (3) 0.0180 (13) 0.370
131
53 I78 3 3d5/2 0.150 0.53 +2.79 (50) 2g7/2 0.000 0.64 +2.74 (1) 0.010 (1) 0.314
203
81 Tl122 1 3s1/2 0.000 0.70 +1.62 (0) 2d3/2 0.279 0.46 −0.02 (17) 0.0021 (1) 0.0071
205
81 Tl122 1 3s1/2 0.000 0.70 +1.64 (0) 2d3/2 0.204 0.42 −0.08 (5) 0.00078 (4) 0.0019

aEstimated from systematics in Sb isotopes.
bEstimated from systematics in I isotopes.
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Fig. 31. Experimentall-forbiddenM1 transition strengths in (a) neutron-odd nuclei and (b) proton-odd nuclei vs. pseudospin
symmetry predictions, Eqs. (142), (143). Circles correspond to 1 particle (hole), triangles to 3 particles (holes) with respect to
closed shells.

8.10. Summary

The relativistic SU(2) pseudospin symmetry has been tested through experimental magnetic properties
of the pseudospin doublets of single particle states in near-closed shell nuclei. After correction for the
fragmentation of the single particle strength in the wave functions, predictions connecting thel-forbidden
M1 transitions between pseudospin partners with their magnetic moments agree reasonable with the data
throughout the nuclear landscape. Considering the simplicity of the approach neglecting any explicit
account for the well-established quenching of magnetic moments with respect to the Schmidt values,
this success seems remarkable. However, pronounced deviations occur at theN = 28 andZ = 50 shell
closures the origin of which is at present not clear.

In the non-relativistic shell model, particular interest has focused onl-forbidden GT andM1 transitions
in doubly magic plus one particle (hole) nuclei as a test of tensor corrections to the respective one-body
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operators. Microscopic predictions[114–116]account for the former, but fail for the latter. For the two
cases where data are sufficient for a description in pseudospin symmetry we find perfect agreement for one
(39Ca) and disagreement for the other (57Ni). However, the mass-57 system needs further investigation
because of the unexpected softness of the56Ni closed core. Clearly, a measurement of the magnetic
moments of the 2s−1

1/2 excited levels in39K and39Ca and the 1f5/2 levels in57Ni and57Cu would be of
considerable interest to test the predictive power of the approach.

9. Quadrupole transitions in the pseudospin limit

Transitions that are not “�-forbidden” are dominated by the upper components. The upper components
of the pseudospin generators in Eq. (52) are the spin generators transformed by the unitary operatorUp.
Likewise theith single particle electromagnetic multipole operators of rank�,Q(�)m = r�i Y (�)(�i ,�i) are
similarly transformed

Q̃(�)
m (�ri)= UpiQ

(�)
m (�ri)Upi . (145)

ForA nucleons,

A∑
i=1

Q̃(�)
m (�ri)=

A∑
i=1

Q(�)
m (�ri)+

A∑
i=1

[ �pi,Q(�)
m (�ri)] · �pi +

A∑
i=1

[ �pi,Q(�)
m (�ri)] × �pi · �i .

(146)

The first two terms on the right-hand side do not depend on the spin. If we assume that the pseudospin
zero state is lowest for even–even nuclei, then the contribution of the third term is zero. If we assume that
the pseudospin12 state is lowest for odd nuclei, then the contribution of the third term is small. Ignoring
the spin term then the multipole transitions between pseudospin doublets are related and the quadrupole
moments are related to the multipole transitions within a doublet. For example, for quadrupole transitions,

�=2, using the notation
B(E2:L̃,J→L̃f ,Jf )

B(E2:L̃′,J ′→L̃′
f ,J

′
f )

for the ratio of transitions rates andQ(L̃, J ) for the quadrupole

moment,

B(E2 : L̃, L̃− 1
2 → L̃− 1, L̃− 1

2)

B(E2 : L̃, L̃− 1
2 → L̃− 1, L̃− 3

2)
≈ 3

(L̃+ 1)(2L̃− 3)
, (147a)

B(E2 : L̃, L̃+ 1
2 → L̃− 1, L̃− 3

2)

B(E2 : L̃, L̃+ 1
2 → L̃− 1, L̃− 1

2)
≈ 4

(2L̃− 3)(2L̃+ 3)
, (147b)

B(E2 : L̃, L̃− 1
2 → L̃− 2, L̃− 3

2)

B(E2 : L̃, L̃+ 1
2 → L̃− 2, L̃− 3

2)
≈ 1

L̃(L̃− 2)
, (147c)

B(E2 : L̃, L̃− 1
2 → L̃− 2, L̃− 3

2)

B(E2 : L̃, L̃− 1
2 → L̃− 2, L̃− 5

2)
≈ 4

(2L̃+ 1)(2L̃− 3)
, (147d)
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Table 6

The ratio of quadrupole transition strengths,
B(E2:L̃,J→L̃f ,Jf )

B(E2:L̃,J ′→L̃f ,J
′
f )

, for pseudospin symmetry (ps) and experimental values (exp)

for 189Os with errors in parenthesis

L̃ L̃f J Jf J ′ J ′
f

ps Exp[26]

3 2 7
2

3
2

7
2

5
2 0.148 0.183 (0.073)

3 1 5
2

3
2

7
2

3
2 0.333 0.281 (0.118)

3 2 5
2

5
2

5
2

3
2 0.250 0.438 (0.280)

2 1 3
2

3
2

3
2

1
2 1.000 0.355 (0.110)

Table 7

The ratio of quadrupole transition strengths,
B(E2:L̃,J→L̃f ,Jf )

B(E2:L̃,J ′→L̃f ,J
′
f )

, for pseudospin symmetry (ps) and experimental values (exp)

for 187Os with errors in parenthesis

L̃ L̃f J Jf J ′ J ′
f

ps Exp[26]

3 2 5
2

5
2

5
2

3
2 0.250 0.293 (0.077)

3 1 5
2

3
2

5
2

1
2 0.286 0.410 (0.094)

B(E2 : L̃, L̃− 1
2 → L̃, L̃+ 1

2)

Q(L̃, L̃+ 1
2)

2
≈ 15(L̃+ 1)

L̃2(2L̃+ 1)2(2L̃− 1)
, (147e)

Q(L̃, L̃− 1
2)

Q(L̃, L̃+ 1
2)

≈ (L̃− 1)(2L̃+ 3)

L̃(2L̃+ 1)
. (147f)

We test these relations by comparing them with experimental transition rates for189Os and189Os in
Tables 6and7, respectively. Except for the transition in the last entry inTable 6the agreement is good.

These relations in Eqs. (147) are approximately valid to order 1/A. If theUr pseudospin transformation
is used instead of the correct helicity transformation, the relations in Eqs. (147) become exact[117].

10. Pseudo-SU(4) symmetry

Pseudo-SU(4) symmetry is the symmetry generated by the pseudospin generatorsS̃i (Eq. (52)), the
isospin generatorsTi , and the generators̃SiTj , i, j = 1,2,3. Shell model studies in the nickel region
studied the pseudo SU(4) composition of the eigenstates and found mixed results[54]. More recent shell
model studies in the same region found more reasonable conservation of this pseudo-SU(4) symmetry
[55,56]. However, both of these studies used theUr pseudospin transformation instead of the correct helic-
ity pseudospin transformationUp. As seen in the last section, Section 9, theUr pseudospin transformation
is valid only for large atomic mass. More research on pseudo-SU(4) symmetry is needed.
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Fig. 32. The energy splitting (Eq. (93)) divided by 2�̃ + 1 for various tin isotopes as a function of the average single nucleon
energy (Eq. (148)). From left to right the pseudospin doublets are(1d3/2,2s1/2), (1f5/2,2p3/2), (1g7/2,2d5/2), (2d3/2,3s1/2).

11. Isospin dependence of pseudospin symmetry

Rare isotope accelerators (RIA) will be exploring nuclei beyond the valley of stability and therefore it
is of interest to explore the isospin dependence of pseudospin symmetry. The energy splittings (Eq. (93))
of the neutron pseudospin doublets(1d3/2,2s1/2), (1f5/2,2p3/2), (1g7/2,2d5/2), and(2d3/2,3s1/2) are
plotted for the average single nucleon energy of the doublets

ε̄ = �̃E
�̃,j=�̃−1/2 + (�̃+ 1)E

�̃,j=�̃+1/2

2�̃+ 1
−M (148)

for various isotopes of Sn (Fig. 32) and Zr (Fig. 33), from the proton drip line to the neutron drip line
[118]. These energies were calculated in the relativistic mean field approximation of the nuclear field
theory discussed in Section 5 which includes the exchange of the isovector vector
 field and the exchange
of the photon, which produces the Coulomb interaction, as well as the usual isoscalar� and� fields.
Since the energy splittings are proportional to 2�̃ + 1 [6], they are divided by 2̃� + 1 in the figures in
order to remove most of the dependence on�̃. The pseudospin doublets considered are(1d3/2,2s1/2),
(1f5/2,2p3/2), (1g7/2,2d5/2), (2d3/2,3s1/2).

First we note that the energy splittings decrease as the binding energy decreases consistent to what we
have observed previously. However, we note as well that the energy splittings decrease as the neutron
number increases except for the least bound states, which have the smallest splittings, for which there is
very little variation in the splitting.
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Fig. 33. The energy splitting (Eq. (93)) divided by 2�̃+1 for various zirconium isotopes as a function of the average single nucleon
energy (Eq. (148)). From left to right the pseudospin doublets are(1d3/2,2s1/2), (1f5/2,2p3/2), (1g7/2,2d5/2), (2d3/2,3s1/2).

An independent calculation of the Sn isotopes with a Dirac Hamiltonian and realistic Woods–Saxon
potentials including scalar, vector, isovector vector and Coulomb potentials[119–121]studies the effect
of the isovector vector
 field. InFig. 34the neutron energy splitting (Eq. (93)) is shown with and without
the isovector vector
 field included. Without the vector potential the energy splitting increases. On the
other hand, the proton energy splittings (Eq. (93)) shown inFig. 35 increase with the inclusion of the
isovector vector
 field. Inclusion of the Coulomb potentials also increases the proton energy splittings
shown as seen inFig. 35. Experiments at RIA facilities will determine empirically the importance of the

 mesons or other isovector mesons in pseudospin symmetry.

12. Nucleon scattering from nuclei

For nuclear bound states the scalar and vector relativistic potentials are real. However, pseudospin
symmetry exists for complex mean fields as well as long as they satisfy the conditionVS(�r)=−VV (�r).
Therefore, if the potentials are complex as in nucleon–nucleus scattering and they satisfy this condition,
pseudospin symmetry will be valid. Indeed relativistic optical model analyses of proton scattering on
nuclei is very well described by treating the nucleon as a Dirac particle moving in an complex scalar,
VS(�r), and vector,VV (�r), optical potential withVS(�r) ≈ −VV (�r) [122,123]. In a paper entitled “Sudden
Death of a Symmetry”[124], the authors used the fact that the Dirac Hamiltonian has a symmetry for
VS(�r) = −VV (�r) to predict the analyzing power and spin rotation function for proton scattering. Since
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Fig. 34. The energy splitting of the neutron states (Eq. (93)) for the(1g7/2,2d5/2), (2d3/2,3s1/2) pseudospin doublets as a
function of the atomic mass of the tin isotopes.

Fig. 35. The energy splitting of the proton states (Eq. (93)) for the(1g7/2,2d5/2), (2d3/2,3s1/2) pseudospin doublets as a
function of the atomic mass of the tin isotopes.
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the experimental data does not agree with this prediction, they correctly concluded that the symmetry is
broken for nucleon–nucleus scattering. Furthermore, they demonstrated that the pseudospin symmetry
breaking depends on the nucleon energy and may decrease as the nucleon energy is increased.

First we discuss the conventional formalism of scattering in terms of spin. We then discuss the formalism
of scattering in terms of pseudospin. Finally we discuss pseudospin symmetry as a broken symmetry and
extract from the experimental data an empirical estimate of the amount of pseudosymmetry breaking in
medium energy nucleon–nucleus scattering.

12.1. Nucleon–nucleus scattering amplitude in the spin representation

The scattering amplitude,f, for the elastic scattering of a nucleon with momentumk on a spin zero
target is given by[125]

f = A(k, �)+ B(k, �)�� · �n , (149)

where�n is the unit vector perpendicular to the scattering plane and� is the scattering angle,

�ki · �kf = k2 cos(�) , (150)

2�ki is the incident momentum, and2�kf is the final momentum. The spin independent scattering amplitude,
A, and the spin dependent amplitude,B, can be expanded in terms of partial waves,

A= −i

2k

∑
�

[(S(k)�,�+1/2 − 1)(�+ 1)+ (S(k)�,�−1/2 − 1)�]P�(cos(�)) ,

B = 1

2k

∑
�

[S(k)�,�+1/2 − S(k)�,�−1/2)]P (1)
� (cos(�)) , (151)

whereS(k)�,j is the partial wave scattering amplitude with orbital angular momentum� and total momen-

tum j, j=�±1/2, andP�(cos(�)) andP (1)
� (cos(�)) are the Legendre and associated Legendre polynomial

of rank�, respectively.
The differential cross section is given by the total absolute square of the scattering amplitude average

over the spin,

d�

d

(k, �)= |A|2 + |B|2 . (152)

By measuring the asymmetry in the cross section with respect to the spin, the polarization can be deter-
mined,

P(k, �)= BA∗ + B∗A
|A|2 + |B|2 , (153)



J.N. Ginocchio / Physics Reports 414 (2005) 165–261 229

and by measuring the asymmetry in the cross section with respect to the spin in a second scattering the
spin rotation function can be determined,

Q(k, �)= i(BA∗ − B∗A)
|A|2 + |B|2 . (154)

Clearly, if the scattering function does not depend on spin,S�,�+1/2 = S�,�−1/2, thenB = 0, and both the
polarization,P, and the spin rotation function,Q, will both vanish. The deviation from spin conservation is
determined by the ratio of the square of the spin breaking amplitudeB to the square of the spin conserving
amplitudeA and can be determined from the polarization and the spin rotation functions[126,127]

|Rs |2 = |B|2
|A|2 = 4[(P/2)2 + (Q/2)2]

2+ 2
√

1− P 2 −Q2 − P 2 −Q2
. (155)

12.2. Nucleon–nucleus scattering amplitude in the pseudospin representation

From the relation of the pseudo-orbital angular momentum to the orbital angular momentum given in
Eq. (70) we define the scattering amplitudes for pseudo-orbital angular momentum as

S̃
�̃,j=�̃−1/2 = S

�̃−1,j=�̃−1/2, S̃�̃,j=�̃+1/2 = S
�̃+1,j=�̃+1/2 . (156)

If we substitute these relations into (151) and use relationships between the Legendre polynomials,
we find that the pseudo scattering amplitudes,

Ã= −i

2k

∑
�̃

[(S̃
�̃,�̃+1/2 − 1)(�̃+ 1)+ (S̃

�̃,�̃−1/2 − 1)�̃]P
�̃
(cos(�)) ,

B̃ = −1

2p

∑
�̃

[S̃
�̃,�̃+1/2 − S̃

�̃,�̃−1/2)]P (1)
�̃

(cos(�)) . (157)

are related by a unitary transformation,(
Ã

B̃

)
=
(

cos(�)

isin(�)

isin(�)

cos(�)

)(
A

B

)
. (158)

The polarization and the spin rotation function then become

P = B̃Ã∗ + B̃∗Ã
|Ã|2 + |B̃|2 ,

Q= sin(2�)[|Ã|2 − |B̃|2] + i cos(2�)[B̃Ã∗ − B̃∗Ã]
|Ã|2 + |B̃|2 . (159)
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s and pseudospin breakingR2

ps versus the scattering angle for 800 MeV proton scattering on208Pb.
The lines are a guide to the eye.

In the pseudospin symmetry limit̃S
�̃,�̃+1/2 = S̃

�̃,�̃−1/2 and henceB̃ will vanish in this limit. Therefore,
P = 0, just as in the spin limit, butQ= sin(2�) [124].

Of course, just as for the nuclear bound states, pseudospin is broken. The amount of breaking is
determined by the ratio of the square of the spin breaking amplitudeB̃ to the square of the spin conserving
amplitudeÃ and can be determined from the polarization and the spin rotation functions[126,127]

|Rps|2 = |B̃|2
|Ã|2 = tan2(�)−Q tan(�)+ |Rs |2(1−Q tan(�))

1+Q tan(�)+ |Rs |2(tan2(�)+Q tan(�))
. (160)

12.3. Experimental tests

We shall now extract the amount of spin and pseudospin breaking from the experimental polarization and
spin rotation function measured for 800 MeV proton scattering from208Pb[128]. For�=0,B=0 because
it depends onP (1)

� (cos(�)) and therefore both the spin and pseudospin violation starts out as zero. In
Fig. 36, we see that, up to the angles measured (about a momentum transfer of 2.3 fm−1), the pseudospin
symmetry violation increases and reaches a maximum of about 12% whereas the spin breaking reaches a
maximum of about 35% about three times pseudospin breaking. Hence, pseudospin symmetry has validity
for medium energy nucleon scattering.

However as the energy decreases the pseudospin violation increases[124,129]as seen inFig. 37proton
scattering from58Ni and208Pb at 295 and 200 MeV, respectively. Also the Coulomb potential increases
the pseudospin violation in proton nucleus scattering[129] which is consistent with studies on bound
states discussed in the last section, Section 11[121].
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the eye.

The fact that pseudospin violation decreases as the binding energy decreases for bound nuclei, whereas
the pseudospin violation decreases as the scattering energy increases seems puzzling at first sight.
However, this outcome makes sense in a simple square well. The energy difference (Eq. (93)) between
pseudospin doublets in a simple square well is approximately[6]

�E
ñr ,�̃

≈ (2�̃+ 1)(VS + VV )

2MR2((VS + VV )+ ε̄
ñr ,�̃

)
, (161)

whereε̄ is the average single nucleon energy (Eq. (148)), and the strength of the potentials areVS, VV
for r�R and zero forr >R. For bound states̄ε

ñr ,�̃
is negative andVS + VV is negative. Therefore the

denominator((VS + VV ) + ε̄
ñr ,�̃

) increases in magnitude asε̄
ñr ,�̃

goes to zero and thus the splitting
decreases. However, for scattering states,ε̄

ñr ,�̃
is positive. Thus, as̄ε

ñr ,�̃
increases, the denominator

increases and thus the splitting decreases.
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13. Anti-nucleon spectrum

The anti-nucleon is the anti-particle of the nucleon. Therefore, the potential of the anti-nucleon in
the nuclear environment is the charge conjugate of the nucleon. Under charge conjugation the scalar
potential remains invariant,̄VS(�r)= C†VS(�r)C = VS(�r), but the vector potential changes sign,V̄V (�r)=
C†VV (�r)C = −VV (�r). Therefore for an anti-nucleon in a nuclear environmentV̄S(�r) ≈ V̄V (�r), and
we have approximate spin symmetry[130]. In fact the negative energy solutions to the nucleon mean
field do show a strong spin symmetry[131]. However, there are self-consistent effects which mitigate this
conclusion[132]. Also the annihilation potential needs to be taken into account to give a reliable prediction
of the anti-nucleon spectrum. But, since the annihilation potential exists only for the anti-nucleon mean
field potential and not the nucleon mean field potential, the annihilation potential must be equally scalar
and vector so that it will vanish under charge conjugation. This means that approximate spin symmetry
will remain intact. Indeed, the limited polarized antinucleon scattering data available shows a vanishing
small polarization which implies approximate spin symmetry[133].

14. Spin symmetry in hadrons

14.1. Introduction

Spin–orbit splittings in meson and baryon systems, which might be expected to originate from one-
gluon-exchange (OGE) effects between quarks, are absent from the observed spectrum for mesons com-
posed of one light quark (antiquark) and one heavy antiquark (quark)[134]. We first elucidate the exper-
imental evidence for small spin–orbit splittings.

14.2. Experimental and lattice QCD spectrum

In the limit where some of the (anti)quarks are infinitely heavy, the angular momentum of the light
degrees of freedom,j, is separately conserved[135]. The states can be labelled bylj , wherel is the orbital
angular momentum of the light degrees of freedom. In non-relativistic models of conventional mesons
and baryons the splitting betweenll+1/2 andll−1/2 levels, e.g. thep3/2 andp1/2 or d5/2 andd3/2 levels,
canonlyarise from spin–orbit interactions[134]. Thelj level corresponds to two degenerate broad states
with different total angular momentaJ = j ± sQ, wheresQ is the spin of the heavy (anti)quarks[135].
For example in the case ofD-mesons, which have a charm quark and a light quark,lj =p1/2 andp3/2

andsQ= 1
2. Forp1/2 the two states are calledD∗

0 andD′
1 and forp3/2 statesD1 the two states are called

D∗
2 [135]. The degenerate states separate as one moves slightly away from the heavy quark limit, and

their spin-averaged mass remains approximately equal to the mass before separation.
For theD-mesons, the Belle collaboration[136] observes two broad states with massesMD∗

0
=2308±

17± 15± 28 MeV andMD′
1
= 2427± 26± 20± 15 MeV and two narrow states with massesMD∗

2
=

2461.6± 2.1± 0.5± 3.3 MeV andMD1 = 2421.4± 1.5± 0.4± 0.8 MeV giving a remarkably small
p3/2 − p1/2 spin–orbit splitting of 49± 50 MeV.

For theK-mesons, which have a strange quark and a light quark, thep1/2 level is at 1409±5 MeV, with
p3/2 nearby at 1371± 3 MeV, corresponding to ap3/2 − p1/2 splitting of−38± 6 MeV. The splitting
between the higher-lyingd5/2 andd3/2 levels is−4± 14 or 41± 13 MeV, depending on how the states
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are paired into doublets. These results indicate a near spin–orbit degeneracy if the strange quark can be
treated as heavy, although it has certainly not been established that such a treatment is valid.

ForB-mesons, which have a bottom quark and a light quark, L3 has performed an analysis, using input
from theoretical models and heavy quark effective theory, to determine that thep3/2 − p1/2 splitting is
97± 11 MeV [137]. Note that this isnot a model-independent experimental result. In the same analysis
the mass difference between theB∗

2 andB∗
0, an approximate indicator of thep3/2 − p1/2 splitting, is

110±11 MeV. The latter agrees with lattice QCD estimates of 155+9
−13±32 MeV[138]and 183±34 MeV

[139]. However, according to another estimate[140], the splitting is less than 100 MeV, and consistent
with zero. Most recently, 31±18 MeV was calculated[141]. One lattice QCD study found evidence for a
change of sign in the spitting somewhere between the charm and bottom quark masses, albeit with large
error bars[142]. A splitting of 40 MeV serves as an example of relativized quark model predictions[143].

In order to measure quantitatively the spin–orbit splitting, we take the ratio of the spin–orbit energy
splitting between thep1/2 andp3/2 states to the difference of the averagep1/2 andp3/2 energies with
the ground state,r = (p3/2 − p1/2)/((4p3/2 + 2p1/2)/6− s1/2), where all entries refer to masses. The
experimental data onD, K andBmesons give respectivelyr=0.10±0.05,−0.06±0.00 and 0.23±0.04.
For the Dirac equation with arbitrary vector and scalar Coulomb potentials, the only potential for which
the relevant analytic solutions are known,−0.7�r�0.6. It is hence evident that the spin–orbit splittings
extracted from experimental results are indeed small.

Dynamical QCD calculations on the lattice for which one quark is light and the other is taken
to be infinitely heavy give small spin–orbit splittings which decrease as the orbital angular momentum
increases[144].

There is also evidence in light quark mesons and baryonic systems that the spin–orbit interaction is
small[134]. In non-relativistic models, meson and “two-body” baryon spin–orbit interactions are related
and, for a specific class of baryons, the spin–orbit interaction is small for exactly the same reasons that
it is small in mesons, which is conjectured to be an “accidental” cancellation between OGE and Thomas
precession effects[134].

We speculate that the small spin–orbit splittings are due to a relativistic symmetry. The dynamics
of a light quark (antiquark) in the field of a heavy aniquark (quark) can be approximated by the Dirac
Hamiltonian. So, therefore, the system will have a spin symmetry if the scalar and vector potentials are
equal in magnitude.

14.3. Experimental test of relativistic spin symmetry

As discussed in Section 7.3, in the spin symmetry limit, the radial amplitudes of the upper com-
ponents of the Dirac wavefunction of the two states in the spin doublet will be identical, behaving
“non-relativistically”, whereas the lower components will have different radial wavefunctions.

Likewise the momentum space wavefunctions for the upper components will be identical in the spin
symmetry limit, again because the spin operator does not affect the wavefunction. However, sinceUp

depends only on the angular part of the momentum,p̂= �p
p

, it does not affect the radial momentum space
wavefunction.

The potential between quarks at small distances is due to one gluon exchange and hence is Coulomb-like.
In order to see the effect of the small spin symmetry breaking on the amplitudes we use the analytical
Coulomb Dirac eigenfunctions derived in Section 15.4. We takeVS(r) = �S/r + US and VV (r) =
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Fig. 38. (a) The square of the Dirac radial wavefunction of the upper component timesr2. (b) The square of the Dirac radial
wavefunction of the lower component timesr2. p3/2 is the solid line andp1/2 is the dashed line. Note that the lower component
is comparable to the upper component. The wavefunctions are solutions of the Dirac equation (see Eq. (1)) with Coulomb
potentialsVS(r)= �S/r +US andVV (r)= �V /r +UV , where�S =−1.279,US = 506 MeV,�V =−0.779,UV = 515 MeV,
m= 330 MeV andM = 1480 MeV. This corresponds to ap3/2 − p1/2 splitting of−52 MeV.

�V /r + UV , whereUS,V are constants. As an example, inFig. 38the upper and lower components for
Dirac wavefunctions of thep1/2 − p3/2 doublet. The scalar and vector potentials were determined by
matching the available spectral data of mesons, assuming ap3/2−p1/2=−52 MeV. This maximizes the
wavefunction differences. In this realistic case,VV (r) ≈ VS(r)+US −UV , so the radial wavefunctions
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Fig. 39. (a) The square of the Dirac momentum space wavefunction of the upper component timesq2. (b) The square of the
Dirac momentum space wavefunction of the lower component timesq2. Other conventions are the same as inFig. 38.

for the upper components are not exactly identical but are very close, whereas the radial wavefunctions
for the lower components are very different. The lower components are also comparable in magnitude
to the upper components implying that the system is very relativistic. InFig. 39we see that the radial
momentum space amplitudes are very similar for both the upper and the lower components as well. This
prediction of spin symmetry can be tested in the following experiments.

The annihilatione+e−→D∗
0D

∗
0, D∗

0D
∗
2 andD∗

2D
∗
2 allows for the extraction of theD∗

0 andD∗
2 elec-

tromagnetic static form factors and theD∗
0 to D∗

2 electromagnetic transition form factor. The photon
interaction ensures that all radial amplitudes of the light quark are accessed. When spin symmetry is
realised, there are only two independent radial momentum space amplitudes, which should enable the
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prediction of one of the three form factors in terms of the other two. Thus the verification of the predic-
tions of spin symmetry is possible. On the other hand, non-relativistic models, with no lower components
for the wavefunctions, have only one independent radial wavefunction, which will lead to the prediction
of two of the form factors in terms of the remaining one. This might be too restrictive. The proposed
experiment can be carried out at the Beijing Electron Positron Collider at an energy of approximately
1 GeV above the�(4040) peak in the final stateDD��.

An equivalent experiment forK-mesons would involve detection of theKK�� final state, which has
already been measured[145]. The wavefunctions ofK-mesons fitting the experimental spectrum show
similar behaviour to theD-mesons, with thep3/2 andp1/2 wavefunctions even more similar than in
Figs. 38a and39.

If B-mesons do also exhibit spin symmetry, one can do equivalent experiments around 1 GeV above
theΥ (3S) peak at the SLAC, KEK or CESRB-factories.

14.4. QCD origins

One gluon exchange produces a linearly increasing vector potential between a quark and an antiquark
[146]. Presumably the scalar potential comes from two or more gluon exchange[147] which is consistent
with lattice QCD results[148]. Hence spin symmetry in hadrons has QCD origins as does pseudospin
symmetry as we have seen in Section 6. The puzzle is why do we have spin symmetry in hadrons and
pseudospin symmetry in nuclei?

14.5. Summary

The observation of “accidental” spin–orbit degeneracies observed in heavy-light quark mesons can be
explained by a relativistic symmetry of the Dirac Hamiltonian which occurs when the vector and scalar
potentials exerted on the light quark by the heavy antiquark differ approximately by a constant,VV (r) ≈
VS(r)+ U . Conversely, if future experiments determine that spin–orbit splittings are small not only for
the lowest excited states in mesons but are small throughout the meson spectrum, this experimental fact
dictates that the effective QCD vector and scalar potentials between a quark and antiquark are ap-
proximately equal up to a constant, which would be a significant observation about the nature of non-
perturbative QCD. Furthermore, the approximate symmetry predicts that the spatial Dirac wavefunction
for the spin doublets will be approximately equal in momentum space, a feature which can be tested in
electron-positron annihilation.

15. Exactly solvable Dirac Hamiltonians

The Dirac Hamiltonian can be solved exactly in terms of the special functions for two potentials:
harmonic oscillator in either the spin or pseudospin limit and the Coulomb for all strengths. We dis-
cuss both.

15.1. Relativistic harmonic oscillator with spin symmetry

If the scalar and vector potentials are equal up to a constant,VS(�r)=V (�r)/2+V 0
S ,VV (�r)=V (�r)/2+V 0

V ,

and are harmonic oscillator,V (�r)= (M̃/2)
∑3

i=1�i x
2
i , with M̃ =M + V 0

S (we have set2= c = 1), the
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Dirac Hamiltonian is exactly solvable[11]. We shall only discuss the spherical symmetry limit,�i = �,
here[150–154].

15.1.1. Eigenfunctions
The upper amplitudes of the eigenfunctions are

gnr ,�(r)=N(EN)

√
2�3n!

�(�+ n+ 3
2)

e−x2/2x�L
(�+1/2)
nr (x2) , (162)

whereL(�+1/2)
n (x2) is the Laguerre polynomial,x = �r, r =

√∑3
i=1 x2

i is the radial coordinate,

� =
[
(ẼN + M̃)

M̃�2

2

]1/4

, (163)

and

N(E)=
√

2(Ẽ + M̃)

3Ẽ + M̃
, (164)

with Ẽ = E − V 0
V . The lower components are

fnr ,�,j=�−1/2(r) (165)

=− N(EN)

M̃ + ẼN

√
2�5n!

�(�+ nr + 3
2)

e−x2/2x�−1

× ((nr + 1)L(�−1/2)
nr+1 (x2)+

(
nr + �+ 1

2

)
L
(�−1/2)
nr (x2)) , (166)

fnr ,�,j=�+1/2(r)= N(EN)

M̃ + ẼN

√
2�5n!

�(�+ nr + 3
2)

e−x2/2x�+1(L
(�+3/2)
nr (x2)+ L

(�+3/2)
nr−1 (x2)) . (167)

The functionfnr ,�,j=�−1/2(r) hasnr+1 nodes, one more node than the upper component. The amplitude
fnr ,�,j=�+1/2(r) has the same number of nodes as the upper component. This agrees with the general
theorem relating the number of radial nodes of the lower components to the number of radial nodes of
the upper component[16].

15.1.2. Energy eigenvalues
The energy eigenvalue solution is

EN = M̃

[
B(AN)+ 1

3
+ 4

9B(AN)

]
+ V 0

V , (168)
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where

B(AN)=

AN +

√
A2
N − 32

27

2




2/3

, (169)

AN = C(N + 3
2), C =√

2�/M̃, andN is the total oscillator quantum number,N = 2n + � = 0,1, . . ..
We note that there is not only a degeneracy due to spin symmetry but there is also the usual degeneracy
of the non-relativistic harmonic oscillator; namely, that the energy depends only on the total harmonic
oscillator quantum number and the states with�=N,N − 2, . . . ,0 or 1 are all degenerate.

The eigenvaluesEN are real for all values ofN as long asCi, V
0
S,V are real. Although true it is

not obvious becauseB(AN) is not real for allAN real. From Eq. (169),B(AN) is clearly complex for

AN <

√
32
27. However, we now show analytically thatEN will still be real even ifB(AN) is complex as

long as|B(AN)| = 2/3.
The imaginary part ofEN is

ImEN =

[
B(AN)+ 1

3
+ 4

9B(AN)

]
−
[
B(AN)+ 1

3
+ 4

9B(AN)

]∗
2i

. (170)

Writing B(AN)= |B(AN)|ei�

ImEN =
(
|B(AN)| − 4

9|B(AN)|
)

sin � , (171)

and thereforeEN is real if|B(AN)|=2/3 independent of�. One can show numerically that|B(AN)|=2/3

for all AN in the range from zero to
√

32
27, 0�AN �

√
32
27. ForAN �

√
32
27,B(AN) is clearly real and hence

EN is real.
The spectrum is non-linear in contrast to the non-relativistic harmonic oscillator. However for

smallAN

EN ≈ M̃

(
1+ AN√

2
+ · · ·

)
+ V 0

V (172)

and therefore the binding energy,EN − M̃ ≈ �(N + 3
2) + V 0

V , in agreement with the non-relativistic
harmonic oscillator. For largeAN the spectrum goes as

EN ≈ M̃

(
A

2/3
N + 1

3
+ · · ·

)
+ V 0

V , (173)

which, in lowest order, agrees with the spectrum forM̃ → 0 [155].
In Fig. 40 we plot the spherical harmonic oscillator energiesεN = EN − M with EN given in

Eq. (168), the solid curve, as a function ofN. We chose the parameters to fit the lowest eigenenergies
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Fig. 40. The Dirac single particle energies,εN , for the spherical harmonic oscillator as a function ofN. The exact energies are
the solid line, the perturbation approximation is the dashed line, and the asymptotic approximation is the short dashed line.

of the spectrum of an anti-proton outside of16O in the relativistic mean field approximation[132] and
they areC = 1.33, M̃ = 252 MeV, andV 0

V =−677 MeV.
The dashed curve isεN using the perturbation approximation ofEN given in Eq. (172). The short-

dashed curve isεN using the asymptotic limit ofEN given in Eq. (173). Clearly the eigenenergies are in
the relativistic asymptotic regime and not the linear regime of the non-relativistic harmonic oscillator.

In Fig. 41we plot the spherical harmonic oscillator excitation energiesE∗
N =EN −E0 for differentN

on the far left. Each level has a(N + 2)(N + 1) degeneracy because of spin symmetry and because the
allowed orbital angular momenta are�=N,N−2, . . . ,0 or 1 and the allowed orbital angular momentum
projections arem= �, �− 1, . . . ,−�.

The non-spherical spin symmetric relativistic harmonic oscillator for triaxial and deformed axially
symmetric shapes has been solved as well[11]. The energy eigenvalues have the same functional form
as in Eq. (168) but the variableA is given by the sum of the number of nodes along each of the three axes
weighted by the harmonic oscillator strength in that direction. In the right ofFig. 41we plot the deformed
excitation energiesE∗

N,n3
= EN,n3 − E0,0 wheren3 is the number of harmonic oscillator quanta in the

z-direction[11]. The deformed excitation energies are staggered in groups for eachN and each group
contains the levels forn3 = 0,1, . . . , N with the excitation energy increasing with decreasingn3. The
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Fig. 41. On the left the excitation energies,E∗
N

, for the spherical harmonic oscillator are plotted for eachN. Each level has a
(N+2)(N+1) degeneracy because of spin symmetry and because the allowed orbital angular momenta are�=N,N−2, . . . ,0
or 1 and the allowed orbital angular momentum projections arem=�, �−1, . . . ,−�. On the right the excitation energies,E∗, for
the deformed harmonic oscillator are plotted in staggered groups for eachN. Each group contains the levels forn3=0,1, . . . , N .
Each level has a 2(N −n3)+1 degeneracy for(N −n3) even and a 2(N −n3+1) degeneracy for(N −n3) odd because of spin
symmetry and because the allowed orbital angular momentum projections are� =±(N − n3),±(N − n3 − 2), . . . ,±1 or 0.

dimensionless oscillator strengths are determined byC3 =C2⊥ C3 and assuming a deformation	= 0.33
which leads toC⊥ =1.49, C3=1.05[10]. Each level has a 2(N − n3)+1 degeneracy for(N − n3) even
and a 2(N − n3 + 1) degeneracy for(N − n3) odd because of spin symmetry and because the allowed
orbital angular momentum projections are� =±(N − n3),±(N − n3 − 2), . . . ,±1 or 0. The splitting
of the levels within eachN appears to be approximately linear withn3.

15.1.3. Relativistic contribution
The normalizationN(E) has the same functional form independent on whether the harmonic oscillator

is triaxial, axially deformed, or spherical[11]. This normalization has also been calculated independently

by using
∫∞
−∞ dx

∫∞
−∞ dy

∫∞
−∞ dz (|f+

� (�r)|2 + |f−
� (�r)|2)= ∫∞−∞ dx

∫∞
−∞ dy

∫∞
−∞ dz g(�r)∗ p2

(Ẽ+M̃)2
g(�r)

and we find agreement between the two different ways of calculatingN(E).
This also tells us that the probability of the lower component to the upper component is given by

Rk =
∫∞
−∞ dx

∫∞
−∞ dy

∫∞
−∞ dz (|f+

k,�(�r)|2 + |f−
k,�(�r)|2)∫∞

−∞ dx
∫∞
−∞ dy

∫∞
−∞ dz |gk(�r)|2

= Ẽk − M̃

2(Ẽk + M̃)
. (174)
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Fig. 42. The ratio of the probability of the lower components to the upper components,RN , for the spherical harmonic oscillator
as a function ofN.

Thus forẼk ≈ M̃ the system is not very relativistic and the contribution of the lower components is
small. ForẼk?M̃, this ratio approaches12. For free particles this ratio approaches unity which indicates
that the harmonic oscillator reduces the relativistic effect.

In Fig. 42we plot this ratio for the spherical harmonic oscillator,RN , as a function ofN. Even for
the most bound states this probability is about 20% and thus the antinucleon bound inside the nucleus is
much more relativistic than a nucleon inside a nucleus for which this probability is about 1%.

15.2. Relativistic harmonic oscillator with pseudospin symmetry

The relativistic harmonic oscillator in the pseudospin limit does have positive energy bound states
[157,158]. This is in contrast to finite potentials, which, as shown in Section 3, do not have positive
energy bound states. The reason the argument in Section 3 is not valid for the harmonic oscillator is that
A(r) in Eq. (81a) is not always positive becauseVS(r)− VV (r) → −∞ asr → ∞ instead of going to
zero as is the case for finite potentials.

The energy eigenvalue equation is

Ẽ
Ñ
= M̃

[
B̃(A

Ñ
)− 1

3
+ 4

9B̃(A
Ñ
)

]
+ Ṽ 0

V , (175)
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where

B̃(A
Ñ
)=


AÑ

+
√
A2
Ñ
+ 32

27

2




2
3

, (176)

whereA
Ñ
= C(Ñ + 3

2), C = √
2�/M̃, and Ñ is the total pseudo-oscillator quantum number,Ñ =

2ñr + �̃ = 0,1, . . . . We note that there is not only a degeneracy due to pseudospin symmetry but the
energy depends only on the total pseudo-oscillator quantum number and the states with pseudo-angular
momentum�̃ = Ñ, Ñ − 2, . . . ,0 or 1 are all degenerate. Thus the energy spectrum is positive and real
for all Ñ .

However, the spectrum of this pseudospin symmetric relativistic harmonic oscillator will be unrealistic.
For example the lowest energy state will be the 0p1/2 state since it has̃nr = 0, �̃ = 0. In addition the
spin aligned states with zero radial nodes, 0s1/2, 0p3/2, etc., do not exist which means that there are no
“intruder” states. Furthermore, the eigenstates will have the wrong nodal structure for “positive” energy
states as given in Eq. (89). For example, the lower component of the 1s1/2 state has no radial nodes instead
of one node[158]. In fact the eigenstates have the nodal structure of the “negative” energy states shown
in Eq. (90).

15.3. Dirac Hamiltonian with a tensor potential

Although in this review we have focussed on vector and scalar potentials, a particle interacting with an
external electric fieldEj through its anomalous magnetic moment,�A, is described by a Dirac Hamiltonian
with a tensor potential 2i�A��jEj . If the electric field is linear in the radial coordinate,Ej =E0rj , then
this Dirac Hamiltonian can be solved exactly and this system has become known as a “Dirac Oscillator”
because its eigenfunctions are harmonic oscillator wavefunctions[159–162]. However, its spectrum is far
from harmonic oscillator-like. The eigenvalues for the spin aligned states with the same radial quantum
number have the same energy producing infinite degeneracies. Therefore this potential is not realistic for
nuclei. However a small admixture with equal scalar and vector potentials provide realistic spin–orbit
splittings[153,158].

15.4. Relativistic Coulomb potential and its analytical solutions

The Dirac Hamiltonian,Hc, with spherical scalar and vector potentials of the Coulomb shape,VS =
�S/r, VV = �V /r, can be solved analytically for arbitrary strengths of vector and scalar potentials, not
just in the spin and pseudospin limits[7]. We use the convention introduced in Section 3.2 with the�
quantum number defined in Eqs. (75)–(77). The upper and lower radial amplitudes are

gn̄r ,�(x)=Nn̄r ,� e−x/2 x�−1F+
n̄r ,�

(x) , (177a)

fn̄r ,�(x)=−Nn̄r ,�

�n̄r ,�
e−x/2x�−1F−

n̄r ,�
(x) , (177b)
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where

F±
n̄r ,�

(x)= �n̄r n̄r ,�F [−n̄r ,2� + 1, x] ± n̄rF [−n̄r + 1,2� + 1, x] , (177c)

F [a, b, x] is the confluent hypergeometric function and

Nn̄r ,� =
2�
√

2��[2� + 1+ n̄r ]

n̄r !�[2� + 1]
√√√√(1+ �−2

n̄r ,�
)

(
1+ 2� + n̄r

�2
n̄r ,�

) , (178a)

� =
√

�2 − �2
V + �2

S , (178b)

� =
√
M2 − E2

n̄r ,�
, (178c)

�n̄r ,� =
√
M + En̄r ,�

M − En̄r ,�
, (178d)

�n̄r ,� =
1

2
(�S + �V )�n̄r ,� +

1

2

(�V − �S)

�n̄r ,�
+ � . (178e)

For �<0 the quantum number̄nr takes on integer values̄nr = 0,1,2, . . . and is the number of radial
nodes. For�>0 the quantum numbern̄r takes on integer values̄nr =1,2, . . . andn̄r −1 is the number of
radial nodes. This follows from the fact that�0,� = 0 for �>0 and thus the amplitudesgn̄r ,�(x), fn̄r ,�(x)
in Eq. (177) vanish for�>0.

The energy eigenvalues are

E±
n̄r ,�

=M


−�V �S ± (n̄r + �)

√
�2
V − �2

S + (n̄r + �)2

�2
V + (n̄r + �)2


 . (179)

In the non-relativistic limit�S,V small, the eigenenergies become

E+
n̄r ,�

≈ M

[
1− �S�V − �2

S + �2
V

2n2

]
, (180)

wheren is the principal quantum numbern= n̄r + |�| [7]. Thus the eigenstates with the same principal
quantum number are degenerate which follows from anO(4) symmetry[163].

The relativistic Coulomb potential breaks this symmetry but the eigenstates with the samen̄r and|�|
will have the same energy; that is, the states with the same principal quantum numberand the samej,
1s1/2 and 0p1/2, 1p3/2 and 0d3/2, etc., will remain degenerate. The generator of this symmetry

B =−iK̂�5(Hc − �M)+ �� · �r
r

(�VM + �SHc) , (181)



244 J.N. Ginocchio / Physics Reports 414 (2005) 165–261

commutes with the Dirac HamiltonianHc and anticommutes witĥ� given in Eq. (75), producing a
supersymmetry[164].

In the spin limit,�S = �V , and the pseudospin limit,�S =−�V , the eigenenergies become

Es±
n =M

[
−�2

V ± n2

�2
V + n2

]
, (182)

E
ps±
n =M

[
�2
V ± n2

�2
V + n2

]
, (183)

respectively, and thus only depend on the principal quantum number which follows from spin and pseu-
dospin symmetry.

In the spin limitEs−
n = −M so there are no bound Dirac negative energy or sea states, while in the

pseudospin limitEps+
n =M so there are no bound Dirac positive energy or valence states as shown in

general in Section 3.3. However, even for an infinitesimal difference between strengths�S =−�V + 	 an
infinite number of bound states appear and the positive energy is, up to third order in	,

E+
n̄r ,�

≈ M

[
1− 	2

2n2
+ �V 	3

2n4(1− 2n/|�|) + · · ·
]

. (184)

Therefore pseudospin symmetry exists up to second order in	 and is broken only in third order[6].

16. Pseudospin in nucleon–nucleon scattering

Because of the success of approximate pseudospin symmetry in nuclei and because of the relationship
of pseudospin symmetry with QCD, we would like to determine if pseudospin symmetry has a more funda-
mental rationale. For this reason we ask the question: Is pseudospin symmetry approximately conserved
in the nucleon–nucleon interaction? The nucleon–nucleon interaction is quite complicated including
both central and non-central interactions like the tensor interaction. For this reason it is obvious that the
nucleon–nucleon interaction does not conserve spin. On the other hand, there exists nucleon–nucleon in-
teractions that conserve pseudospin symmetry and have both central and non-central interactions. Hence
the issue of pseudospin conservation is not obvious.

16.1. Spin–pseudospin transformation matrix for scattering states

The nucleon–nucleon scattering matrix is tabulated in the spin basis. The spin(S)-orbital angular
momentum(L) non-relativistic basis for the nucleon–nucleon scattering states is of the form

|fL,L, S, J,M, T , Tz〉 = fL(r)[Y (L)(r̂)[�(1)�(2)](S)](J )M [�(1)�(2)](T )Tz
, (185)

wherefL is a spherical Bessel of the first or second kind or a linear combination of both,�r is the relative
distance between the two nucleons andr̂ its unit vector,�(i) is the spin function for theith particle,�(i)
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is the isospin function for theith particle,J,M are the total angular momentum and its projection, and
T , Tz are the total isospin and its projection. ForS=0 the basis states will haveL=J , whereas forS=1,
L= J, J − 1, J + 1. Since the states must be antisymmetric,L+ S + T must be odd.

The spin generators and pseudospin generators for two nucleons is just the sum of the generators for
each nucleon. From Eqs. (20) and (52) we see that the transformation from spin to pseudospin is for two
nucleons is

�̃
S = Up

�SUp , (186a)

where

Up = �1 · p̂�2 · p̂ , (186b)

and�i is the spin of theith nucleon and̂p is the unit relative momentum since we have assumed that the
total momentum is zero.

ClearlyUp does not changeJ,M, T , Tz. Just as for spin, for̃S = 0 the basis states will havẽL = J ,
whereas for̃S=1, L̃=J, J −1, J +1. AlsoL̃+ S̃+T must be odd. Since the operatorUp is symmetric
in the particle number, the states withS̃ + L̃ odd (even) are a linear combination with states withS + L

odd (even). By the same token,Up does not change parity which means it does not mix even and oddL.
Therefore that means that states with different spin,S, do not mix andS̃ = S.

Therefore the transformation from the spin basis to the pseudospin(S̃)-pseudo-orbital angular mo-
mentum(L̃) basis will be given by

M(J) = 〈f̃L, L̃, S̃, J,M, T , Tz|Up|fL,L, S, J,M, T , Tz〉 (187)

which will be a four by four matrix for eachJ since(L̃, S̃), (L, S)= (J,0), (J,1), (J −1,1), (J +1,1).
Evaluation of these matrix elements gives[165]

M(J) =




−1 0 0 0

0 1 0 0

0 0 1
NJ

√
N2
J−1

NJ

0 0

√
N2
J−1

NJ
− 1

NJ




, (188)

whereNJ = 2J + 1.
A simple calculation shows thatM is orthogonal,

∑
L,S M

(J)

L̃′,S̃′,L,SM
(J)

L,S,L̃,S̃
= 	

L̃,L̃′	S̃,S̃′ .

16.2. Scattering matrix in the spin representation

For S = 0 clearlyL = J . There can be no mixing betweenS = 0 and 1 forL = J because these
states have different isospin. There can be no mixing betweenL= J andJ ± 1 for S = 1 because these
states have different parity and different isospin. Using the standard parametrization of the scattering
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matrix [166,167]we have

S(1,J ) =




e2i	0,J,J 0 0 0
0 e2i	1,J,J 0 0
0 0 e2i	1,J−1,J cos(2εJ ) iei	(+)J sin(2εJ )

0 0 iei	(+)J sin(2εJ ) e2i	1,J+1,J cos(2εJ )


 , (189)

where	(±)J = (	1,J−1,J ± 	1,J+1,J ), 	S,L,J is the phase shift, andεJ is the mixing angle.
What conditions do spin symmetry and orbital angular momentum symmetry impose on the scatter-

ing matrix? The conditions depend on whether the symmetry is an invariant symmetry or a dynamical
symmetry. An invariant symmetry is the most restrictive because the generators commute with the Hamil-
tonian. A dynamical symmetry requires only that the representations of the symmetry not be admixed.
For example, a spin–orbit interaction,�S · �L, will conserve spin and orbital angular momentum quantum
numbers, but the generators will not commute with it so it will lead to a dynamical symmetry rather than
an invariant symmetry.

As we have seen already, total angular momentum plus isospin conservation imply no mixing of spin
and no mixing of orbital angular momentumL = J with L = J ± 1. Clearly, the condition for orbital
angular momentum conservation of either an invariant or dynamical symmetry is that there be no mixing
betweenL= J ± 1 and therefore

εJ = 0 . (190)

The condition for spin and angular momentum invariance implies additional restrictions on the phase
shifts. These conditions are that the phase shifts are independent of the orientation of the spin with
respect to the orbital angular momentum:

	1,L,J = 	1,L,J+1 = 	1,L,J−1 . (191)

However, if for example the Hamiltonian had a spin–orbit interaction,Ŝ ·L̂, the Hamiltonian will conserve
spin and orbital angular momentum, but the phase shifts will not be equal. Therefore Eq. (191) is a test
of an invariant spin symmetry.

16.3. Scattering matrix in the pseudospin representation

The same restrictions hold for pseudospin and pseudo-orbital angular momentum as spin and orbital
angular momentum and the scattering matrix is

S̃(J ) =




e2i	̃0,J,J 0 0 0
0 e2i	̃1,J,J 0 0

0 0 e2i	̃1,J−1,J cos(2εJ ) iei	̃
(+)
J sin(2εJ )

0 0 iei	̃
(+)
J sin(2εJ ) e2i	̃1,J+1,J cos(2εJ )


 . (192)

Likewise the condition for pseudo-orbital angular momentum conservation is

ε̃J = 0 (193)

and the condition for pseudospin and pseudo-orbital angular momentum invariance is

	̃1,L̃,J = 	̃1,L̃,J+1 = 	̃1,L̃,J−1 . (194)
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Table 8
T = 0 pseudospin phase shifts	̃1,L̃,J and mixing angles̃εJ both in degrees as a function of the kinetic energy

K.E. 	̃1,0,1 	̃1,2,1 ε̃1 	̃1,2,3 	̃1,4,3 ε̃3 	̃1,4,5 	̃1,6,5 ε̃5 	̃1,6,7 	̃1,8,7 ε̃7
(MeV) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg)

0.0 0.0 180 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
50 −3.058 59.392 20.000 0.206−0.141 1.617 0.014 −0.086 0.198 0.001 −0.010 0.028
100 −7.514 38.506 17.778 0.101 0.422 3.665 0.006−0.292 0.697 0.000 −0.062 0.161
150 −11.334 25.570 16.127−0.275 1.273 5.238 −0.050 −0.467 1.231 −0.013 −0.140 0.350
200 −14.371 15.874 14.809−0.767 1.977 6.374 −0.141 −0.566 1.730 −0.037 −0.226 0.554
250 −16.772 7.945 13.675 −1.284 2.385 7.172 −0.252 −0.586 2.182 −0.071 −0.309 0.759
300 −18.641 1.104 12.647 −1.772 2.493 7.726 −0.375 −0.538 2.586 −0.112 −0.382 0.954
350 −20.036 −5.036 11.677 −2.202 2.357 8.111 −0.501 −0.434 2.946 −0.157 −0.444 1.140

However, if for example the Hamiltonian had a pseudospin–pseudo-orbit interaction,�̃
S· �̃L, the Hamiltonian

will conserve spin and orbital angular momentum, but the phase shifts will not be equal. Therefore
Eq. (194) is a test of an invariant pseudospin symmetry.

In order to determine the pseudo phase shifts in terms of the phase shifts we use the fact thatS̃(J ) =
M(J)S(J )M(J ). This gives

	̃S,J,J = 	S,J,J , (195)

	̃
(+)
J = 	(+)J , (196)

cos(	̃
(−)
J ) cos(2ε̃J )= cos(	(−)J ) cos(2εJ ) , (197)

tan(	̃
(−)

)=
2
√
N2
J − 1 sin(2εJ )− (N2

J − 2) sin(	(−)) cos(2εJ )

N2
J cos(	(−)J ) cos(2εJ )

, (198)

sin(2ε̃J )=
2
√
N2
J − 1 sin(	(−)) cos(2εJ )+ (N2

J − 2) sin(2εJ )

N2
J

. (199)

16.4. Test of spin and pseudospin conservation

We use the compilation on NN-Online[168,167], which tabulates measured phase shifts and mixing
angles in the spin representation for angular momentum up toJ =8 and kinetic energy up to 350 MeV, to
calculate the pseudospin phase shifts and mixing angles from Eqs. (195)–(199). Because Eq. (195) states
that the spin and pseudospin phase shifts withL̃=L=J are equal we need only calculate the pseudospin
scattering matrix for̃L=J ±1. These calculated pseudospin phase shifts and mixing angles as a function
of the kinetic energy(K.E.) using the plane wave analysis (PW) are tabulated inTables 8and9.

An analysis of the phase shifts shows[165] that the largest violations of the conditions in Eqs. (191)
and (194) for theT = 0 are forL= L̃= 2. The spin violations are smaller than the pseudospin violations
for small kinetic energy, but for larger kinetic energy the pseudospin differences are smaller, except for
L= L̃= 2. AsL andL̃ increase the violations decrease until they are very small indeed but pseudospin
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Table 9
T = 1 pseudospin phase shifts	̃1,L̃,J and mixing angles̃εJ both in degrees as a function of the kinetic energy

K. E. 	̃1,1,2 	̃1,3,2 ε̃2 	̃1,3,4 	̃1,5,4 ε̃4 	̃1,5,6 	̃1,7,6 ε̃6 	̃1,7,8 	̃1,9,8 ε̃8
(MeV) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg) (deg)

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
50 −0.111 6.300 −0.408 −0.016 0.134 −0.155 −0.006 0.013 −0.018 −0.000 0.001 −0.003
100 0.162 11.538 −0.389 −0.012 0.555 −0.438 −0.021 0.068 −0.090 −0.000 0.008 −0.022
150 0.539 14.422 −0.112 0.021 1.158 −0.684 −0.025 0.147 −0.184 0.001 0.022 −0.055
200 0.842 15.941 0.249 0.074 1.842−0.875 −0.009 0.233 −0.285 0.005 0.042 −0.096
250 0.982 16.758 0.612 0.137 2.516−1.019 0.028 0.323 −0.386 0.010 0.067 −0.140
300 0.925 17.223 0.928 0.200 3.097−1.126 0.084 0.413 −0.486 0.017 0.096 −0.184
350 0.676 17.508 1.169 0.255 3.517−1.205 0.157 0.501 −0.583 0.025 0.129 −0.226
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Fig. 43. TheT = 0 mixing anglesεJ (solid line) and̃εJ (dashed line) as a function of kinetic energy and angular momentumJ.

is no better conserved than spin. For theT = 1, the spin phase violations are smaller than the pseudospin
phase violations as a function of kinetic energy, except forL= L̃= 1. AsL andL̃ increase the violations
decrease until they are very small indeed but pseudospin is no better conserved than spin. Therefore
neither spin nor pseudospin is an invariant symmetry.

In Figs. 43and44 the mixing anglesεJ and ε̃J are plotted forT = 0 and 1, respectively. ForT = 0
the pseudo-orbital angular momentum mixing angles are larger than orbital angular momentum mixing
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Fig. 44. TheT = 1 mixing anglesεJ (solid line) and̃εJ (dashed line) as a function of kinetic energy and angular momentumJ.

angles for low total angular momentum, but the mixing angles become identical for large total angular
momentumJ, while for T = 1 the orbital angular momentum mixing angles are larger than the pseudo-
orbital angular momentum mixing angles for low total angular momentum, but become identical for large
total angular momentumJ. The mixing angles forT = 1 are generally smaller than forT = 0.

These results suggest that the pseudospin symmetry generated by operators in Eq. (52) is neither an
invariant symmetry nor a dynamic symmetry of the nucleon–nucleon interaction.

16.5. Summary and conclusions

Spin (pseudospin) invariance implies the phase shifts for a given orbital angular momentum (pseudo-
orbital angular momentum)L (L̃) should be independent of the total angular momentumJ. There are
substantial differences between the phase shifts for low orbital angular momentum and pseudo-orbital
angular momentum but these differences decrease as the orbital angular momentum and pseudo-orbital
angular momentum increases. The phase differences show that neither spin or pseudospin is an in-
variant symmetry but there is the possibility that one or/and the other may be a dynamical symmetry
since dynamical symmetry does not demand that the phase shifts for a givenL or L̃ and differentJ
be identical.

On the other hand the non-zero mixing angles imply that orbital angular momentum and pseudo-orbital
angular momentum breaking is neither an invariant symmetry nor a dynamical symmetry. However
the mixing angles are not large for the energies measured except forT = 0, J = 1 in the pseudospin
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representation. The symmetry breaking is more substantial for theT = 0 states then for theT = 1 states
and in both cases the symmetry breaking decreases asJ increases. Furthermore, the pseudospin mixing
angles are less than the spin mixing angles forT =1 which suggests that pseudospin may improve as the
neutron excess increases which is consistent with systematic studies in nuclei[118,120,121].

In summary although pseudospin symmetry is favored over spin symmetry for theT = 1 part of the
nucleon–nucleon interaction there are no dramatic differences between spin and pseudospin breaking in
nucleon–nucleon scattering.

17. Summary and future

We have reviewed the theoretical and empirical evidence for relativistic pseudospin symmetry in nu-
clei and spin symmetry in hadrons. Small energy splittings between pseudospin doublets are measured
in nuclei and calculated in the relativistic mean field approximation. These same relativistic mean field
calculations show that the scalar and vector potentials approximately satisfy the conditions for pseu-
dospin symmetry and their eigenfunctions approximately satisfy the conditions imposed by pseudospin
symmetry. Pseudospin symmetry conservation increases as the binding energy decreases and as the
pseudo-orbital angular momentum decreases. Pseudospin symmetry predicts the small magnetic dipole
transitions measured between the states in the doublets very well for39Ca and quite well throughout the
nuclear table. The Gamow–Teller transition39Ca→ 39K is predicted well but empirical tests throughout
the nuclei chart have yet to be carried out. Approximate pseudospin symmetry predictions for quadrupole
transitions are remarkably well obeyed.

Expectations are that the pseudospin symmetry will improve for the neutron orbitals in neutron rich
nuclei and for the proton orbitals in proton rich nuclei. Such nuclei shall be produced in rare isotope
accelerators.

For nucleon scattering from nuclei the pseudospin conservation increases with the kinetic energy. Also
neutron scattering from nuclei should show better pseudospin conservation than proton scattering from
nuclei at comparable energies.

Pseudospin symmetry in nuclei predicts spin symmetry for anti-nucleons in a nuclear environment. A
limited amount of data on polarized anti-nucleon scattering from nuclei supports this conclusion. Perhaps
more data will become available as more intense anti-nucleon beams are produced.

18. Future—beyond the mean field

The fact that nuclei, which are dominantly non-relativistic, have a relativistic symmetry is reminiscent
of Alice in Wonderland. In her journey through Wonderland, Alice encounters a cat with a grin which she
finds curious. While conversing with the cat, the cat slowly disappears except for its smile as inFig. 45.
“Well! I’ve often seen a cat without a grin,” thought Alice, “but a grin without a cat! It’s the most curious
thing I ever saw in all my life!”[169]. Relativistic dynamics in nuclei is like the cat whereas pseudospin
symmetry is like the grin and to have one without the other is indeed curious. Even more curiouser is the
fact that the conditions for pseudospin symmetry have origins in QCD. This situation implies that there is a
fundamental rationale for pseudospin symmetry. For that reason we investigated pseudospin conservation
in nucleon–nucleon scattering. We found that pseudospin symmetry is an approximate dynamic symmetry
in the isospin one channel and less so in the isospin zero channel. However, a more generalized pseudospin
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Fig. 45. “Well! I’ve often seen a cat without a grin,” thought Alice, “but a grin without a cat! It’s the most curious thing I ever
saw in all my life!” [169].

symmetry with generators given in Eq. (14), which reduces to pseudospin symmetry in the mean field
approximation, may be conserved in nucleon–nucleon scattering and is currently being investigated.
Hence, the final conclusion on an approximate symmetry for the nucleon–nucleon interaction is still to
be rendered.

Although we have restricted ourselves to spin symmetry in heavy mesons, small spin orbit splittings
are observed in baryons as well. This prevalence of spin symmetry needs to be investigated more deeply.
One puzzle is: Why do hadrons exhibit spin symmetry while nuclei exhibit pseudospin symmetry?

19. Appendices

19.1. Orthogonal transformation in four dimensions

The orthogonal transformation of the four vector(�, �i), O, is the product of a rotation in four Euclidean
dimensions,R, and a discrete reflection in this space,�,

O = R� . (200)

A rotation group in four dimensions is isomorphic to theSU(2)× SU(2) group. For the Dirac matrices
the generators of these rotations are

Ki = �i + i�i
4

, Pi = �i − i�i
4

, (201)

with commutation relations,

[Ki,Kj ] = iεijkKk, [Pi, Pj ] = iεijkPk, [Ki, Pj ] = 0 . (202)
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In terms ofSU(2)× SU(2) the four vector(�, �i) transforms like a double spinor

T1/2,1/2 =−(�x + i�y), T1/2,−1/2 = (�z + i�), T−1/2,1/2 = (�z − i�),
T−1/2,−1/2 = (�x − i�y) . (203)

Thus the transformation matrix forT, T ′ = R̃T R,

T ′
�,�′ =D(1/2)

�,� (�K, �K,�K)D
(1/2)
�′,�′ (�P , �P ,�P )T�,�′ . (204)

where�K, �K,�K,�P , �P ,�P are the Euler angles for the rotations generated byKi andPi , respectively,
andD

(1/2)
�,� (�K, �K,�K) are the Wigner D-functions[170]. Transforming to the original basis we can

determine the matrix elementse�,� in Section 2 in terms of the Euler angles where�, � = 0,1,2,3:

e0,0 = cos

[
�K
2

]
cos

[
�P
2

]
cos[�7] + cos[�8] sin

[
�K
2

]
sin

[
�P
2

]
, (205a)

e0,1 =− cos

[
�P
2

]
sin

[
�K
2

]
sin[�6] − cos

[
�K
2

]
sin

[
�P
2

]
sin[�5] , (205b)

e0,2 = cos

[
�P
2

]
cos[�6] sin

[
�K
2

]
− cos

[
�K
2

]
cos[�5] sin

[
�P
2

]
, (205c)

e0,3 = cos

[
�K
2

]
cos

[
�P
2

]
sin[�7] − sin

[
�K
2

]
sin

[
�P
2

]
sin[�8] , (205d)

e1,0 =− cos

[
�K
2

]
sin

[
�P
2

]
sin[�3] + cos

[
�P
2

]
sin

[
�K
2

]
sin[�4] , (205e)

e1,1 = cos

[
�K
2

]
cos

[
�P
2

]
cos[�1] − cos[�2] sin

[
�K
2

]
sin

[
�P
2

]
, (205f)

e1,2 =− sin

[
�K
2

]
sin

[
�P
2

]
sin[�2] − cos

[
�K
2

]
cos

[
�P
2

]
sin[�1] , (205g)

e1,3 = cos

[
�P
2

]
cos[�4] sin

[
�K
2

]
+ cos

[
�K
2

]
cos[�3] sin

[
�P
2

]
, (205h)

e2,0 =− cos

[
�P
2

]
cos[�4] sin

[
�K
2

]
+ cos

[
�K
2

]
cos[�3] sin

[
�P
2

]
, (205i)

e2,1 =− sin

[
�K
2

]
sin

[
�P
2

]
sin[�2] + cos

[
�K
2

]
cos

[
�P
2

]
sin[�1] , (205j)

e2,2 = cos

[
�K
2

]
cos

[
�P
2

]
cos[�1] + cos[�2] sin

[
�K
2

]
sin

[
�P
2

]
, (205k)

e2,3 = cos

[
�K
2

]
sin

[
�P
2

]
sin[�3] + cos

[
�P
2

]
sin

[
�K
2

]
sin[�4] , (206a)
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e3,0 =− cos

[
�K
2

]
cos

[
�P
2

]
sin[�7] − sin

[
�K
2

]
sin

[
�P
2

]
sin[�8] , (206b)

e3,1 =− cos

[
�P
2

]
cos[�6] sin

[
�K
2

]
− cos

[
�K
2

]
cos[�5] sin

[
�P
2

]
, (206c)

e3,2 =− cos

[
�P
2

]
sin

[
�K
2

]
sin[�6] + cos

[
�K
2

]
sin

[
�P
2

]
sin[�5] , (206d)

e3,3 = cos

[
�K
2

]
cos

[
�P
2

]
cos[�7] − cos[�8] sin

[
�K
2

]
sin

[
�P
2

]
. (206e)

The phases�i ,

�1 = 1
2 (�K + �P + �K + �P ), �2 = 1

2 (�K + �P − �K − �P ) , (207a)

�3 = 1
2 (�K + �P + �K − �P ), �4 = 1

2 (�K + �P − �K + �P ) , (207b)

�5 = 1
2 (�K − �P + �K + �P ), �6 = 1

2 (�K − �P − �K − �P ) , (207c)

�7 = 1
2 (�K − �P + �K − �P ), �8 = 1

2 (�K − �P − �K + �P ) , (207d)

are not all independent:�1+�2=�3+�4,�5+�6=�7+�8,�1−�2=�5−�6,�3−�4=�7−�8;
only four are independent.

From Eq. (201) we readily see that�i and�i are related to the generatorsKi andPi and transform like
the six dimensional representation of the orthogonal group in four dimensions. In terms ofSU(2)×SU(2)
the generators transform like a vector–scalar

Ti,0 =Ki, T0,i = Pi . (208)

Thus the transformation matrix forT, T ′ = R̃T R

T ′
i′,0 =D

(1)
i′,i(�K, �K,�K)Ti,0, T ′

0,i′ =D
(1)
i′,i(�P , �P ,�P )T0,i . (209)

With some algebra we obtain

�′
i =Ai,j�j + Bi,j �j , (210a)

�′i =−Bi,j�j +Ai,j �j , (210b)

where

A1,1 = cos[�K ] cos[�K ] cos[�K ] + cos[�P ] cos[�P ] cos[�P ]
2

−
(

sin[�K ] sin[�K ] + sin[�P ] sin[�P ]
2

)
, (211a)

A1,2 = −
(

cos[�K ] cos[�K ] sin[�K ] + cos[�P ] cos[�P ] sin[�P ]
2

)

−
(

cos[�K ] sin[�K ] + cos[�P ] sin[�P ]
2

)
, (211b)
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A1,3 = cos[�K ] sin[�K ] + cos[�P ] sin[�P ]
2

, (211c)

A2,1 = cos[�K ] cos[�K ] sin[�K ] + cos[�P ] cos[�P ] sin[�P ]
2

+ cos[�K ] sin[�K ] + cos[�P ] sin[�P ]
2

, (211d)

A2,2 = cos[�K ] cos[�K ] + cos[�P ] cos[�P ] − cos[�K ] sin[�K ] sin[�K ]
2

− cos[�P ] sin[�P ] sin[�P ]
2

, (211e)

A2,3 = sin[�K ] sin[�K ] + sin[�P ] sin[�P ]
2

, (211f)

A3,1 =−
(

cos[�K ] sin[�K ] + cos[�P ] sin[�P ]
2

)
, (211g)

A3,2 = sin[�K ] sin[�K ] + sin[�P ] sin[�P ]
2

, (211h)

A3,3 = cos[�K ] + cos[�P ]
2

, (211i)

B1,1 = cos[�K ] cos[�K ] cos[�K ] − cos[�P ] cos[�P ] cos[�P ]
2

+
(− sin[�K ] sin[�K ] + sin[�P ] sin[�P ]

2

)
, (212a)

B1,2 = − cos[�K ] sin[�K ] + cos[�P ] sin[�P ] − cos[�K ] cos[�K ] sin[�K ]
2

+ cos[�P ] cos[�P ] sin[�P ]
2

, (212b)

B1,3 = cos[�K ] sin[�K ] − cos[�P ] sin[�P ]
2

, (212c)

B2,1 = cos[�K ] cos[�K ] sin[�K ] − cos[�P ] cos[�P ] sin[�P ]
2

+ cos[�K ] sin[�K ] − cos[�P ] sin[�P ]
2

, (212d)

B2,2 = cos[�K ] cos[�K ] − cos[�P ] cos[�P ] − cos[�K ] sin[�K ] sin[�K ]
2

+ cos[�P ] sin[�P ] sin[�P ]
2

, (212e)

B2,3 = sin[�K ] sin[�K ] − sin[�P ] sin[�P ]
2

, (212f)
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B3,1 =−
(

cos[�K ] sin[�K ] − cos[�P ] sin[�P ]
2

)
, (212g)

B3,2 = sin[�K ] sin[�K ] − sin[�P ] sin[�P ]
2

, (212h)

B3,3 = cos[�K ] − cos[�P ]
2

. (212i)

In order to preserve the anticommutation and commutation relations in Eqs. (10) and (11), these matrices
satisfy:

AÃ+BB̃= 1, AB̃+BÃ= 0 , (213a)∑
j,l

εj lm[Ai,jAk,l +Bi,jBk,l] = εikpAp,m , (213b)

∑
j,l

εj lm[Ai,jBk,l +Bi,jAk,l] = εikp Bp,m . (213c)

The most general transformation of the orthogonal group in four dimensions for the four dimensional
representation and the six dimensional representation are given in Eqs. (204)–(207) and Eqs. (209)–(212),
respectively, for no discrete reflection,�= unity. There is only one independent reflection,

� =


−1 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1


 . (214)

The four dimensional representation which includes this reflection is obtained byei,0 → −ei,0. The six
dimensional representation including the reflection is given by�i → −�i in Eq. (210).

19.2. Invariant symmetry

In order to prove that the generatorsS′i in Eq. (14) satisfy SU(2) commutation relations, we note that
�′�′ = 1 follows from the anticommutation rules given in Eq. (10) and thus

(1+ �′)(1+ �′)= (1− �′)(1− �′)= 2 , (215a)

(1+ �′)(1− �′)= 0 . (215b)

Furthermore,

��′ · �p′ ��′ · �p′ = �p′ · �p′ . (216)

Since�′ commutes with�′
i (see Eq. (11)) andp′, the commutation relation reduces to

[S′i , S′j ] =
1

8

{
[�′

i ,�
′
j ](1+ �′)+ 1

�p′ · �p′ ��
′ · �p′[�′

i ,�
′
j ]��′ · �p′(1− �′)

}
(217)

which gives Eq. (15a) after using Eq. (11).
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As for Eq. (15b), using Eqs. (215)–(216)

[S′i , HBR] = c

4

{
�′
i(1+ �′)��′ · �p′ − ��′ · �p′ �′

i(1+ �′)

+ 1

�p′ · �p′ [��
′ · �p′ S′i ��′ · �p′(1− �′) ��′ · �p′

− ��′ · �p′ ��′ · �p′ S′i ��′ · �p′(1− �′)]
}

. (218)

Using the relations

�′i = �′5�
′
i = �′

i�
′
5 , (219a)

x[�′5,�′
i] = 0, {�′5, �′} = 0 , (219b)

where�′5 is the transformed�5 =
(

0
1

1
0

)
, the right-hand side of Eq. (218) vanishes thus giving Eq. (15b).

19.3. Spherical amplitudes

We shall in fact go backwards in our proof. In the two column form in Eq. (50) clearlygnr ,�(r)[Y (�)

(�,�)�](j)M is an eigenfunction of�j · �j, �� · ��, andjz. We expand the lower component into momentum
space,

fnr ,�,j (r)[Y (�j )(�,�)�](j)M =
∫ ∞

0
ei �q·�r f̃nr ,�,j (q)[Y (�j )(�q,�q)�](j)M d�q . (220)

Then�̃� · �̃� operating on the lower component will give

�̃
� · �̃�fnr ,�,j (r)[Y (�j )(�,�)�](j)M =

∫ ∞

0
ei �q·�r f̃nr ,�,j (q)

�̃
� · �̃�[Y (�j )(�q,�q)�](j)M d�q

=
∫ ∞

0
ei �q · �rf̃nr ,�,j (q)� · q̂ �� · ��� · q̂[Y (�j )(�q,�q)�](j)M d�q . (221)

Using the relations,

� · q̂[Y (�j )(�q,�q)�](j)M = [Y (�)(�q,�q)�](j)M ,

� · q̂[Y (�)(�q,�q)�](j)M = [Y (�j )(�q,�q)�](j)M , (222)

we get

�̃
� · �̃�fnr ,�,j (r)[Y (�j )(�,�)�](j)M = �(�+ 1)fnr ,�,j (r)[Y (�j )(�,�)�](j)M , (223)

satisfying Eq. (49) and proving that is the right form for the eigenfunctions coupled to definiteJ. The
uncoupled eigenfunction will be just the inversion of Eq. (50); namely,�s

nr ,�,m,�,M
(�r)=∑j,M C

�(1/2)j
m�M ×
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�s
nr ,�,j,M

(�r). The upper component is then given by Eq. (44) since a simple inversion is an involved.
However the lower component will have∑

j,M

C
�(1/2)j
m�M C

�j (1/2)j
m′�′M . (224)

Using the expressions for the Clebsch–Gordan coefficients,

C
�(1/2)�+1/2
m(1/2)M = C

�(1/2)�−1/2
m−(1/2)M =

√
�+ 1

2 +M

2�+ 1
, (225a)

C
�(1/2)�−1/2
m(1/2)M =−C�(1/2)�+1/2

m−(1/2)M =−
√
�+ 1

2 −M

2�+ 1
, (225b)

we end up with Eqs. (44) and (46).
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